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ABSTRACT

EXTRACTIVE TEXT SUMMARIZATION FOR TURKISH
USING TF-IDF AND PAGERANK ALGORITHM S

Ak ¢l ker , Emr e

M.S., Computer Engineering Department

~

Supervisor: Asst.Prof.D& i J dem Tur han

February2019,114pages

The improvements on the informatitathnologiesndthe internetnfrastructurenave
enabled the user® reach informatiorin an easierand fastermanner However,
anotherconsequencef the improvements is the information overload. To raheh
required informatiorabout a specific topibasbecomemore difficult day by day.
Automatic text summarization helpssolve the problem hyinimizingthe document

sizewhile keeping its core information required by the user.

This thesis presentsnaextractive single documentiutomatic text summarization
system for Turkishwhich implements thetatisticalbasedl'F-IDF algorithmas well
as ahybrid approach which is a combination ®F-IDF with the graphbased
PageRank algorithnThe study ams to revealthe usability and the effectivenesst
these algorithms for Turkish documents Moreover, TF-IDF and TFIDF with
PageRank (Hybridgystens have been evaluated and congabwith eachotherusing

the co-selection evaluation technigagrecision, recall an#-score.

Keywords: Text Summarization in Turkish, TIDF, PageRank CoSelection

Evaluation
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CHAPTER 1

INTRODUCTION

1.1 Scope of the Thesis

In reent years, the improvements amdrnet technologies and infrastructure have
caused informatioroverload on the World Wide Web. To reach the required
information has become more difficult and it has made automatic text summarization
crucially important. This requirement has encouraged people to find the most
appropriate algorithms and methods to generatentbst accurate summaries,
therefore a vast amount of research has been conducted through time to devise the
most appropriate algorithm. However, the literature survey conducted in thehthesis
revealedthat there have not been enough studies conducteatecfor Turkish, and
without testing the devised algorithms, one cannot be sure that these algorithms are
suitable for Turkish even if they are language independent. From this starting point,
conducting a comprehensive literature survey for both for@nghTurkish languages

will help researchers to find appropriate method(s) for proceeding research in Turkish.

To summarize, the mosimportant objectives of the studyare to conducta
comprehensive literature survey in textmmarizatiorfor Turkish and develop an
extractive automatic text summarization system for Turkising the TF-IDF
algorithm anda combination of THDF with PageRank algorithm The system
includestwo differentextractive summarization methqdsamelya stdisticalbased
algorithm and a grapbhased algorithmThe main purposédehind choosing two

methods is t@bservehe possibleffectsof summarization algorithmsn Turkish



1.2 Statement of the Problenand Research Questions

The most importanissues to be answeredn this thesis are whether extractive
summarization methods suchths statisticabased algorithm (THDF) andor graph
based al gorithm datGhe agpih aulomatictaxyseirfnaanzktipn
for Turkish written documentd-or this purpose, two separate modules have been
developed where the first module generates the summary using statiatied TF
IDF algorithm andhe second module generatihe summary using the combination
of Tl DF wi t h Go o @lyoeationswhiPhasqhanfedthekHybrid system in
this thesis. In order to test the system, b TF-IDF andthe Hybrid systemare
compared with the Human generated summaries using skm®iin coeselection
intrinsic evaluation metricThe accuracy of the obtained resuliscording to the
different thresholdsare analysedvith popular co-selection evaluation technigue
(precision, recall andrF-score) proving the success of the systefor Turkish. In
addition,combiningthe TF-IDF algorithmwith PageRank algorithmmayimprove the
accuracy othegenerated summarfs such the aim of this thesis ® find answers

to the following researchuestions.

Research Question 1 Can TFIDF algorithm be used for Turkish Text

Summarization?

ResearclQuestion 2 Can combining PageRank algorithm with -TB¥

improve the accuracy of Turkish Text Summarization?

1.3 Outline of the Thesis

Thethesisis organized as follows: in Chapter the motivation behind this study
describedand the scope of thehesis § determined according to thaescribed
motivation Detailed outlinds described by the structure of the thesis that is prepared

within the specified scope.

In Chapter 2necessary information about automatic text summarizetmutlined in
detail. This chaptealsoexplains the existingypesof automatic text summarization

andevaluation methodologidwiefly.



Chapter Jresentsa comprehensiveeview ofthe exsting research and related work
on text summarization in both foreign afdrkish languages

Chapter £oversthedesign and implementation of the proposed systetheldesign
section, technical specifications, software methods, functldmariesandthe third
party toolsare explained in detail for both FEOF and Hybrid moduleAlso In
addition the TF-IDF and PageRank algorithrare describedin detail. In the
implementation sectiorthe working principlesof the proposed systeareexplained

with real life examples.

Also in Chapter 4thetechnical specifications that were used duthedevelopment
process and the working principlestb& automatic summarization in the application
for both TRIDF and Hybrid systeraredetailed. Implementatiosectioncan beseen
as a usemanual of thedevelopedsystem. Each modulevhich has beerdeveloped
and used durinthe summarization processeaexplained step by step apcesented

with the help of variousdures.

Chapter 5presentsthe prepared data corpus ankle detailed explanationof the
precision, recall and-Bcore metricghat are utilizedin the evaluation phase of the
thesis Also in this chapter, the obtained evaluation results ofeiperimentsare

explained anautputs of the experimenésediscussedt the enaf the chapter

The oncluding remarks of the thegisepresented itChapter 6 Thissectionconsists

of theconclusionlimitations andfurther research



CHAPTER 2

TEXT SUMMARIZATION

2.1 Text Summarization

The aim ofthe text summarization is to shorten a document including the important
points of the original document. It helps to minimize the document size while keeping

its content.

I n todayods world, due to the huge Bmamount
has becomanimportant issuelt is very time consuming and difficult to summarize
large amount of documents manually. Moreover,-fmetving information world,
increasing numbers of internet usage and fast developmentpireenment systems
creates aeed for text summarization systems. On the Internet, there are hugesmount
of documents published on a variety of topics every day. To find a relevant document
about a specific topic is a challenging issue for users. Users need to spend a significant
amount of time for figuring out the main idea of documents, and important documents
may be overlooked. With the help of automatic text summarization systems,
documents can compress information about a given topic in shortened length and
readable summariesy@xtracting significant sentences and creating summaries, users

can easily understand whether a document is worth reading.

Furthermore, its noteasyto understand the document because of the language barrier.
For the users whose native |l anguage i s n
situations, text summarization systems help to facilitate with the chosen language and

help users to gathermfr mat i on abouid[l]ldocument 6s top



2.2 Types of Text Summarization

Automatic Text Summarization process can be classified into various categories based
on different factors. Thegactors include number of documents used, required output,
purpose or content, availability of training data, languateThe following sections

and categories describe the different factors of text summarization.

2.2.1 Extractive and Abstractive Summaization

In extractive summarization, the summary contains the exact words, phrases or
sentences that are taken from the source document. The aim of this summarization
technique is choosing the most relevant word(s), sentence(s) or phrase(s) to generate
the summary. Extractive rteods are easier to implement than abstractive methods,
because semantic relations between sentences are not considered. Statistical features
areused in extractive summarization for assigning scores to the words, phrases or
sentences, and the highly sabr@mportant) sentences or keywords are selected by
automatic text summarizer from source document to generate the summary according

to the defined compression rd#3.

On the other hand, abstractive summaries contain different words, phrases or
sentences than source document. The aim of this method is select important ideas or
concepts from the source document while retaining its meaning. First, linguistic
approachesareused to understand the source document and then the system creates
the summary by using fewer words. The generated summaries are more accurate than
extractive summaries but developiag abstractivesummarization systems more

complex than extractive summarization systentabse of the required NLP tagk$.

The extractive and abstractive summarization methods are described in detail in

following sections.
2.2.2 Single and MulttDocument Summarization

In single document summarization, summary is generated from a single document,

whereas in muldocument sumarization, summary is generated from multiple



documentswhich should be about same topic. Here, the system can acceptenultip
source documents as an infiit

2.2.3 Generic and Quenfocused Summarization

In generic summarization, subject of the source document and user of the system do
not affect the generated summary. Any type of user can use the system and output of
the summarization system does not depmnthe content of the source document. The
view of the source documentdos author is

information about source document is presented.

Topic-focused or usefocused summaries are the other names used for-tpmrsed
summaries in literature. In quefgcused summarization, the generated summary
contains queryelated data and the system only extracts the specific information that

is determined by the user(s) of the system. Thus, the generated summary depends on

theuser 6s r €hui rement s

2.2.4 Supervised and Unsupervised Summarization

In unsupervised summarization, the summarization systems do not require ang trainin
data. Unsupervised systems generally use clustering techniques to prepare the

sentences for the summary.

In supervised summarization, the summarization systems need a huge amount of
training data to extract important information from the sodamuments. Developers
often use Support Vector Machine (SVM),

Classification, Mathematical Regression, Decisior treethods to classify sentences

[2].
2.2.5 MonagLingual, Multi -Lingual and Cross-Lingual Summarization

In Mono-lingual summarization, source document and the generated summary have to

be in the same language.



However, in Multtlingual summarization, source documents can be from multiple
languages such as Turkish, English, German, Japanese and the summary has to be

generated by taking intmccountthe various features of different languages.

In Crosslingual sunmarization, source document and the generated summary are in
different languages. For instance, a Turkish source docuraenbesummarized in

Japanese or grother language except Turkifg2].
2.2.6 Indicative and Informative Summarization

In Indicative summarization, summary is concerned with the main idea of the source
document, and the reader can understand the content of the document after reading the
summary. It aims to give a quick review about the source document and the user can
decide whether the document is worth reading. Detailed information about the source

document is not provided in the summary.

However, in Informative summarization, the sumyneontains the coverage of the
source document 6s topi cs, and provi des
document in a brief form. With this technique, users cannot quigl over the

generated summafg].

2.3 Evaluation Measures

In this section, the evaluation measures in the field of automatic text summarization
areintroduced. There are two main techniques for determining the performance and
quality of the devised document summarization approach or systemsic and the

extrinsicevaluations which are presented in Figure 2.1



i Evaluation Measures l

Intrinsic Extrinsic (Task-based)
[ B
2 v e Document Categorization
e Information Retrieval
Text Quality Evaluation Content Evaluation e Question Answering
; I
e Grammatically v v
e Non-Redundancy
e Referential Clarity Co-selection Content-based
e Structure and
Coherence

Cosine Similarity

Unit Overlap

Longest Common Subsequence
N-gram Matching (ROUGE)
Pyramids

LSA-based Measures

® Precision. Recall, F-score
e Relative Utility

Figure 21 Evaluation Measures Taxomy|3]
2.3.1 Intrinsic Evaluation

Intrinsic evaluations based on the comparison of human generated syn{ideal
summary) with machingenerated summary. It is divided into two important

categories; Text Qualitgnd Content Evaluation.
2.3.1.1 Text Quality Evaluation

In text quality evaluation, linguistiaspects of the summary are important, and the
summary of document isnalysedby expert human evaluatorgrammatically
(evaluators check the document and search for punctuation errors, incorrect words or
norttextual items, etc.jjonredundancydocument check for redundant information),
referential clarity (nouns and pronouns should easily understood by readers in the
summary), angtructure and coherencn this type of evaluation, experiments cannot

be done automatically. In the experimeritgsman evaluators generally assign five
point scale numbers (i.e., from 1 to 5) or letters from alphabet (i.e., from A to E) during

the determination process on the quality of generated summary.
2.3.1.2 Content Evaluation

Content evaluation consists af-selection and contefiitased measures.

8



2.3.1.2.1 CeSelection

Co-selection measure focuses on the suitable sentembesh are contained in the
generated summary, measuring the quality of the summary from the data retrieved
from the sentences of the dwgent. It measures the quality of the summary using
Precision, Recall andcoreor Relative Utilitymetrics.

2.3.1.2.1.1 Precision, Recall and-Ecore

In this study, Precision Recall andsEore metrics arexplained in detaiin the

Evaluation Section.

2.3.1.2.1.2 Relative Utility

In Relative Utility, each sentence in the source document is assigned a score (i.e., from
0 to 5) by human evaluators. Scores are given to the sentences based on the human
eval uatorsd deci si on aimightaldwecore.dinallygthec e s a

highly scored sentences are considered to be suitable for the summary.

2.3.1.2.2 Contenthased

Contentbased measure, focuses on the comparison of the words in a sentence instead
of the sentences. It calculates tipgality of a text summarization approach using
Cosine Similarity, Unit Overlap, Longest Common SubsequendagrahM Matching
(ROUGE), Pyramids and LSBased Measures.

2.3.1.2.2.1 Cosine Similarity

Cosine similarityis usel for measuring the similarity beten two documents on the
vector space. The calculation of cosine similarity finds the cosine angle between two
documents by calculating their cosine similarity score, and these scores reveal the
relations between them. In the below formula, A represeetsnifichinegenerated

summary and B represents its source document.



cosine si mq':l'Al\'vE?z,» Bl' _Ajx B; a)
AT Gl ‘IZ)B(“|B_L 2 (2.4)

2.3.1.2.2.2 Unit Overlap

Unit overlapisusedlf or simi |l arity calcul ation based

represents word or title group in the sentence and ||A|| represents the size of group X.

uni t oAv,e:rl?lAclnlAzBl | (2.5)

TEI-11AZB] |
2.3.1.2.2.3 Longest Common Subsequence

The aim of the longest common subsequence is to find the longest common substring
(LCS) between A and B sentences. I n the f
the sequence of word/sentence in a document, length (A) and (B) represents the length

of the sentence A and B2 dy{ A, repr@sents the edit distance of A and B.

endtth e nB tehdyi A, B)
2

|
LCSA, =B (2.6)

2.3.1.2.2.4 Ngram Matching (ROUGE)

ROUGE (RecalOriented Understudy for Gisting Evaluatiae)used for calculating

the number of common words/sentences between a maghmnesated summary and

a set of humaigenerated summaries. In ROUBEN represents the length ofdtam

and is usal for measuring the common-gftams between a machigenerated
summaryand a set of humagenerated summaries. ROUGE also contains four
different metrics which are ROUGE (uses Longest Common Subsequence (LCS)
metric), ROUGEW (is weighted LCS, it can be called as an improved version of
LCS), ROUGES (used for measuring thekip-bigram rates which are the same
between a specific summary and a set of reference summaries) and R&W(@E&EAN

improved version of ROUGE).
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2.3.1.2.2.5 Pyramids

The Pyramid method is a semnitomatic evaluation that is used for searching and
idertifying the same information (summarization content units (SCUSs)) in summaries

for comparison purpose.

2.3.1.2.2.6 LSAbased Measures

According to[4] Latent Semantic Analysi$ $A) based summary evaluation includes
two important summarization metrics which are LS¥ain Topic Similarity and LSA

- Term Significance Similarity.

2.3.2 Extrinsic Evaluation

Extrinsic (taskbased) evaluation determines the quality of the summary based on the
effect of an employed task/s. Several tasks are foupdlins t ax onomy whi c

Document Categorization, Information Retrieval (IR) and Qaestinswering.

2.4 Automatic Text Summarization Methods

As stated previously, text summarization methods are classified into two main
approaches; extractive and abstractive summarization. In extractive text
summarization, methods are used to determine ths¢ relevant words, sentences or
phrases from the source document and to sort them according to their importance.
Statistical and linguistic methods are used to distinguish the important sentences from
the source document. On the other hand, in abstraetk¢esummarization, methods

are developed to interpret the source document and then create a summary that may
consist of completely new words, sentences and phrases. Linguistic approaches are
used while creating a summary which should cover the impoctamtepts of the

source document.

2.4.1 Extractive Summarization Methods

Extractive summarization methods are classified into five different approaches

according to the used techniqugs.
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In the statistical based approach; important words, sentences or phrases are extracted
from the source document using some statistical features. The syst=based on
statistical features, and are not concerned about any advanced linguistic processing
and knowledge. Consequently, they are language independent and can be applied to
any other language. Some of the statistical features are; similarity of tbaceEnith

other sentences (centrality), positive and negative keywords, sentence length, sentence
location, similarity of the sentence to title, existence of proper noun,-gpperword,
cuephr ase, s ent e n-tD& AK5116]Le.PAg a uranrghsenteiicEs

in the source documeatescored using the features that are presented above, and the
highly scored sentences are selected for the summary.

Topic-based approaches aim to interpret the topic of the source document. These
approaches aim to #act the most relevant word or sentence that can be used as
topic(s) of the document where, the extracted word or sentence expected to cover the
subject of the source document. According2p ,there are five different ways to
represent the topic of the source document; which are Topic signatures, enhanced topic
signatures, thematic signaturesodelling the documens 6 cont ent stru
templates.

In Graphbased approaches, words or senterareshown as nodes and relations
between those sentences (nodes) are shown as edges of the graph. HITS algorithm and

Googl ebs PageRank al gor i-bdsed algoritems tisedein t wo

Automatic Text Summarization.

Discourse based approaches &ndentify the discourse relations between sentences
and text parts using linguistic methods which are used for automatic text
summarization. Rhetorical Structure Theory is a popular discourse based technique

thatis still used today.

Machine learning b&sl approachesreexamined under two main titles, supervised or
unsupervised. In supervised approaches, the methods need a huge labeliaat
training dat a. Support Vector Machine
classification, Neural Networks, Mathatical Regression are some of the algorithms

used in supervised text summarization. In unsupervised approaches, systems use only
12



the source document(s) while creating summary. Hidden Markov Model and
Clustering are the popular algorithms used in unsupsEth\ext summarization.

2.4.2 Abstractive Summarization Methods

Abstractive Summarization methodse classified into two different categories;
structure based and semantic based. Structure based methods incldaksedle
methods, ontologies, grafifased methods, trdmsed methods, etc. Semantic based
methods consist of information itebased method, sentic grapFbased method,
semantic text representation model, multimodal semantic modéeke.this thesis,

extractive based approachas planned to based

13



CHAPTER 3

LITERATURE SURVEY

In this section, the literature review about automatic text summarization is presented.
A vast number of articles related with automatic text summarization can be found on
literature.111 106 articlesfrom 1958 to 201&have been reviewed as part of the

literature survey whicks presented in the following secti®n

3.1 Studies in Foreign Languages

ThelO6articles have been covered and divided into decades.
3.1.1Studies betweerl958 and 1968

The studies about text summdbh]publieatonisn beg:
the ddest one describing a practice of an automatic text summarizer which is generally
cited by researchers. Luhndés method uses
the suitability of sentences for the summary while disregarding the high and low
frequency words. The background idea is based on the important words having more
information which are not too frequent or too rare in the sentences. According to
Luhndés method sentences are scored throu
are included theentences. After that, sentences are segmented according to the scores
and one or several high ranked sentences are chosen as a summary. Luhn performed
his experiments on 50 technical articles which contain 300 to 4500 words and the
results were tested byne hundred people for measuring the effectiveness of the

generated summary.

Vasiliev [6] submitted an article to UNESCO about statistical approach, descriptor

approach and semantibagical approach for automatic text sumimration.

14



A new algorithm was developed by Edmundpdrfor automatic text summarization.

The algorithm differs from others not only by focusing on the presence of high
frequency words and sentences, but also on the presence of the cue words, title,
heading words and the location of womds sentence. The aims of the research were
producing indicative extracts and define a research methodology for handling new
summarization criteria efficiently. The summarization system worked on single
documents using corpdmsed miod for extracting entences. Edmundson
performed his experiments on 200 documents in the field of physical science, life
science, information science, and humanities articles which consist from 100 to 3900
words. The sentences are called eligible if it contains informatimutasubject,
purpose, methods, conclusion or findings, generalizations or implications and
recommendations or suggestions. Generated summaries contained only 25 percent of

the sentences of the original articles.

Rush Pollock& Zamora[111] designed the A&tomatic Document Abstracting Method
(ADAM) which uses the cue method, location method, contextual inference, frequency
criteria and considering coherence criteria while selecting or removing sentences from
articles. ADAM produced indicative summaries tbantain only 10 to 20 percent of

the sentences of the original articles.
3.12 Studies between 189 and 1979

Pollock & Zamora[112] modified the ADAM and used the algorithm on extensive
chemical database especially for pharmacodynamics. The modified Aédliced
indicative summaries and according to the authors, narrowing subject areas produced

much better results than others.
3.13 Studies betweerl979 and 1989

1980s were relatively unproductive for automatic text summarization, and after the
global useof Internet in 1990s and 2000ayutomatic text summarization research
remarkably increased. BrandpMitze and Ra(i8] devised a system called Automatic
News Extraction System (ANES) developed for generating demdapendent
summarization of news documents which used the combination of heuristic and
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statistical methodsSystem chose sentegs by utilizing a list of key words and word
weights were calculated using term frequency times inverted document frequency (TF
x IDF). ANES performed its experiments consisting of 250 documents from 41

publications and the extracted summaries lengthagoed 60, 150 and 250 words.

3.14 Studies betweer1989 and 1999

Kupiec, Pedersen & Chej®] developed a trainable summarizer program using a
statistical frameworkThey settled on a feature set which were sentence lengifif cut
feature (short sentences are not contained in summaliie);phrasefeature,
paragraph featurfirst ten and last five paragraphs are analyzed and program keeps
information about sentees in the paragraph which are differentiated according to
whether they are paragrapfitial, paragrapkinal or paragraptmedial), thematic

word feature(most frequent words are considered as thematic words and thematic
words are chosen and each sengeiscevaluated as a function of frequency) and
uppercase word featufa word starting with a capital letter is evaluated higher that
other words) while developing the summarizer. For evaluation, they used 188
scientific/technical articles retrieved froml Zublications. Their summaries were

mainly indicative and average length consisted of three sentences.

McKeown and Rade\10] developed a mukilocument summarizer system for
summarizing online news articles (SUMMONS), which was based on a traditional
language system architecture and developed under ARPA human language technology
program. Their algorithm has three main stepst, Stombine and Generalize. As a
summary, system selects information from an underlying knowledge base and a
linguistic generator selects the words contained in the selected information, and finally

it combines words while extracting summaries from origamticle.

Barzilay and Elhadagil1l] devebped a technique for creating a summary without
requiring its full semantic interpretation using topic progression in the text derived
from lexical chains. The algorithm combined robust knowledge sources like the
WordNet, a shallow parser for nominal greypa parof-speech tagger and a
segmentation algorithm. The algorithm evaluated summarization in three steps, firstly

original text was segmented, then lexical chains were constructed and strong chains
16



were chosen, and finally, all important sentences cli@sen for summary. For
evaluation, they used data from a set of 30 texts extracted from popular science

magazine articles.

Branimir and Christopher{12] derived a noveapproach for text document
characterization, where they used linguisticatitensive techniques for identifying
phrasal units in of the document. They referred to phrasal units as topic stamps and
presented ways which both holdcé and reflect global context, which they called it
capsule overview. Their research was different from sentence or pardgisgah
representations, they chose a phrasal granularity of representation in their study and

used documents from different sowsder summarization.

Hovy and Lin [13] developed a robust automated text summarization system
(SUMMARIST). SUMMARIST summarized texts based on three stéppic
identification(which includes methods based on position, cue phrases, word frequency
and discoursesegmentation)topic interpretation(which includes the wave front,
concept counting) andummary generatio(which includes a microplanner and a
sentence generator). The aim of the system was to generate both extract and abstract
for English and other teyuages. Their system merged NLP with symbolic knowledge
concepts. For evaluation, 26 articles related with new computer products from news

magazines consist of an average of 750 words each were used.

Marcu [14] developed two new surfaderm-based algorithms which used the
Rhetorical Structure Theory. The firstgalithm detectedliscourseusage of cue
phrases and split sentences into clauses. The second algorithm generated rhetorical
structure trees automatically mapped into discourse trees. Both algorithms used data
which was derived from a corpus analysis of pheases. For evaluation, they chose

three texts from differergenres.

Carbonelland Goldsteirj15] developed a method which combined questevance

with informatonnovel ty for summari zati on. The M
(MMR) aim was to reduce redundancy while maintaining query relevance for multi
doaument summarization. Their research showed MMR to be efficient for reducing

redundancy especially for the questevant mulidocument summarization.
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Baldwin and Mortor{16] develogd a querysensitive text summarization system and
tested the effectiveness of text documents for determining whether a document is
relevant to the query. For evaluation, they selected 10 queries from Text Retrieval
Conference (TREC) document collectiordarsed precision, recall and accuracy for

calculating the evaluation results.

Brin and Pagé EL7] PageRank algorithm is the core of the Google Search Engine and
was originally developed to rate Web pages according to thportance. It is used
in citation analysis, social networks and the analysis of the-Mfklstructure of the
World Wide Web. The aim behind this development is the requirement to measure

human interests, optimize and improve Web search performances.

Witbrock and Mittal[18] developed an approach to summarization which generated
summaries of any length. Their system used statistical learning models for both
sentence seldon and term ordering process. Their system generated coherent

summaries.

Azzam, Humphreys and GaizauskH®] described the coeference chains for
generating text summaries. Their system selected the best chain for representing the
topic of the text. For their research, they used the LaSIE which was designed for
general purpose Information Extraction (IE) System which was for Message
Understanding Conference (MUC) task specifications in 1995 by Gaizaukas. LaSIE
system had three processing phadegjcal processing(read and tokenize the
document and match phrasal, firehgence boundaries, tag the tokens with-part
speech than perform morphological analyspgrsing and semantic interpretation
(trying to find the best parse and develop a prediaedament representation of each
sentence)discourse interpretatiofadd information from the predicatargument
representation). Then, they additionally implemented a module summarization
mechanism for LaSIE. The new module processed all thiefecence chains built by

the discourse interpreter and applied different criteriaelect the best chain. There
were three selection criteria stepgngth of chain(choosing the chain with most
entries),Spread of Chaifjcalculation of distance between the earliest and latest entry

in the chain)Start of chair(the first paragrapbf text or title are more important than
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other parts). For evaluation, they used SUMMAC evaluation measures and they

divided measures into extrinsic and intrinsic measures.

Kan and McKeow20] developed a hybrid system which merged sentencecégina

and information extraction (IE). Generally, IE systems specify a priori while extracting
information, but their system did not. The extracted sentences were determined after
the system dynamically determined the foci of article. The resulting systesn
domain independent where the documents could be from any type. They used question
answering approach for improving sentence extraction and their question was linked
with their major focus types; People, Organizations, Places and multiword terms. Their
system was built for evaluating long documents and they separated generated
summaries which contained more or less than 1500 words. If the summary contained
less than 1500 words, they implemented simple lead based approach, and for longer
than 1500 wordghey implemented focus based summarization approach which had
four steps. First, the articlesd foci (st
Secondly, system determined the question which was related with focus types. Thirdly,
the more appropria text was validated and extracted and lastly, the important pieces

for coherent summary were determined.
3.1.5Studies betweerl999and 2009

Knight and Marcy21] developed a system which used both naisgnnéapproach

and decisioftree approach for sentences compression. The aim of the study was to

generate grammatically correct summaries containing important pieces of information.

For evaluation, they used newspaper articles and performed comparison between

manual compression and a simple baseline.

Jin andMcKeow[22] developed a cut and paste based text summarizer. The working
principle of the system was getting coherent sunesdry editing extracted sentences

and removing less important phrases, and then combining the important phrases. The
goal of the system was comparing the automatically generated summaries with human
written summaries trying to reduce the difference betvieese outputs. They focused

on decomposition of summaries, sentence reduction and sentence combination. Their

claim was t hat t he generated systembs
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computational model was the same as the cut and paste operatiomakidbne by
humans. The system worked in the following order: firstly, identified the key
sentences, secondly, sentence reduction and sentence combination modules
implemented the operations which were observed in huaméten abstracts, they

used hybriddols (automatic decomposition program, a syntactic parsesrefe@nce
resolution system, the WordNet lexical database and a large scale lexicon) from
mul tiple resources. The aiming of the sys
the sentences itné humarwritten summaries, automatically. After all the steps were
implemented, system combination and Extraction module began to work which
selected sentences based on lexical relations, sestposition, cue phrases and TF

IDF scores. For evaluationhey prepared a tadkased evaluation from different
sourcesand used precision, recall andnfeasure techniques for calculating the

effectiveness of generated system.

Radey et al.[23] developed a ceroid-based multidocument summarizer (MEAD).

The aim of the MEAD was creating summaries by using cluster centroids which were
created by topic detection and tracking
Tracking (TDT) was the modified versiot ©F-IDF (CIDR) and it generated event
clusters that consisted of chronologically ordered news articles from different news
sources. Later, they developed a new technique called Cebasétl Summarization

(CBS) for MEAD developed for identifying sentences centréihe topic of the whole
cluster by using the output from CIDR.
position value, centroid value, first sentence overlap value for scoring the summaries
and compared them with Ledhsed summaries. Clusteased relativeutility

(CBRU) and crossentence informational subsumption (CSIS) were used to evaluate
the summaries. For evaluation, they used 27 documents which consisted of 558
sentences organized in 6 clusters from news articles. Each cluster summarized nine

different compression rates from 10 percent to 90 percent.

Gong and LiJ24] devised two methods féext summarization, they used IR methods
for ranking sentence relevancies and Latent Semantic Analysis (LSA) for finding
semantically important sentences. The aim of their research was to generate a summary

with less redundancy covering the main conteft document. Their system
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summarized articles with both relevance measure and LSA and compared them with
the summaries which were generated by human evaluators. For evaluation, they used
a news article database consisting of 549 articles with lengthe martlge of 3 to 105
sentences. For performance evaluations, they used precision, recall-samode F

evaluation metrics.

During 20006s Document Understanding Con:
automatic text summarization. Hirao, Sasaki, IsozakiMa€eda[25] attended Single

document Summarization task at the DR@2 with their system. The system
classified sentences by their importance degree by the help of using the machine
learning algorithm Support Vector Machine (SVM). They used tbsitipn of

sentences, length of sentences, and weight of sentences, similarity between headline
features and found important verbs and proverbs for sentence extraction. For

evaluation, they used 295 articles for summarization.

Copeck, Szpakowicz and Japkiow[26] developed a configurable singlii®cument
summarizer which used machine learning techniques that aimed to investigate
different configurations to find the best one for documents in general or for
characterizing particular lexat features. Their assumption was that thematically
related sentences are more readable and include more information than sentences
which are chosen independently from the document. Their system divided the
document into segments of sequence of adjacemiesces about the same topic,
afterwards the system calculated the ranks of the extracted key phrases from the
document. Then, the system gave scores to sentences, accordingrankaghkey
phrases, and the system ranked each segment according &irte of sentences.

The summary was generated with sentences taken fronrdmgged segments through

low level segments with a given threshold. The summarizer had four main steps while
generating summaries; segmenting, key phrase extraction, matchinggatetce

selection.

Saggion and LapalmR7] devéd oped ASummari zati on at uni
(SumUM) summarization system which took raw technical documents as input and

generated indicativenformative summaries and compared them with the human
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written ones. There were two steps of generating suiasan the first step, the
reader manually finds the topics of the document and keeps the information about the
topic of the document is indicative part of summary. In the second step, the reader
decides the topic from the source documents whichiserelatt o t he r eader €
as the informative part of summary. They developed intelligent interactive service
robots which used integration and intelligent machine architecture (IMA) for
providing humarsystem integrity and system integration, namedihén direct local
autonomy (HuDL). For evaluation, they used If@@porawhich were taken from
journals Library & Information Science Abstracts (LISA), Information Science
Abstracts (ISA) and Computer and Control Abstracts. The source documents were
abouta variety of science articles from 44 publications, and the abstracts contained 1

to 7 sentences. The source documents were from 2 to 45 pages.

Karamuftuogly28] developed a system which generated shagleument summaries

by using extraction oriented statistical and pattern matching methods presented in
DUC-2002. Extract (Analysis), Reduce (Transformationyl @rganize (Synthesis)

were the main strategies while generating the summaries. Analysis contained two
steps: first step was Pprocess step the source document was split into sentences with
the help of DUC software, and after the stop words were rempvaaouns were kept

and remaining words were stemmed by the Porter Stemmer, In the Record surface
linguistic feature and information content step, system lexical link and bonds were
calculated and sentence scores were calculated based on BM25 funectisantEnce
selection, they used machine learning system based on Support Vector Machines
(SVMs) (SVMLight). The system also generated summaries with lexical bonds from
sources sentence. In the Synthesis part, the sentences were selected with the help of
SVM light and lexical bond feature and the selection of sentences continued until they
reached 100 words. The system used simple statistical and pattaining operations

and generated coherent summaries because it contained lexically bonded sentences.
Yet, according to the research, summaries usually contained verbose sentences which
mightbereduce by using some text compaction methods.

Lal a n ¢29] Beyajoped a singldocument text summarizer which uses Text

Engineer framework GATE, which was generated by the NLP group of Witiwef
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Sheffield in 2002. GATE included ANNIE module for handling anaphora and MRC
psycholinguistic database and WordNet. In additional, the summarizer uses Bayesian
pattern classifiers which are word counts in a sentence, XML element enclosing
sentenceposition of the sentence within the enclosing paragrapHDH;level of co
reference witiNamed EntitiegNES) in headline elements and inclusion of highly co
referredNEs for sentence extraction. The system has two main operations. One is
summarizing asingle document and customizing documents for readers who have
limited knowledge about the document and limited reading ability. For evaluation,
they used 150 documents from D2001 training data and tested the quality of
summaries produced by questiongiwiRecall and Precision calculation outputs.

Pardo, Rino and Nun¢30] developed a gighased summarization system GistSumm.

The aim of the system was to understand the main idea of the document using statistical
measures and to find the most important sentence in dhe me nt . Gi st S
identification was similar to SUMMARIST which tried to emulate human
summarization. While developing GistSumm, their idea was, that every text is built
around a main topic and when a person summarizes a text, that person tries to
undersand the main topic of the document at first and adds information around it.
GistSumm had three steps while generating summaries; Segmentation process was to
split the sentences, Sentences Ranking where process users of the system could choose
the ranking rethods (keywords or text mining), if the user preferred to use Keywords
method, the system used GistKey otherwise alSFS (Term Frequeneinverse
Sentence Frequency) method where (GistTFISF) were used for ranking each sentence
in the document. After indating the gist sentence and sentence ranking, system used
some sukprocess for generating more accurate summaries like stop words removal,
stemming and case folding and in extract production stage, system identified the
sentences for final extract whiclatisfied the gist correlation, relevance and
compression rate constraints. For evaluation, they prepared two experiments, in the
first experiment; they used 10 scientific texts related to Computer Science and worked
with 10 humarudges for identifying thie suitable gist sentences. They used that data

to compare the results with GistSummbés s
standards (GGSs). They compared GistKey and GistTFISF methods under the 60%

compression rate. In the second experiment, theg @0 newspaper articles and
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worked with 12 humatfudges. These 12 judges scored their summaries based on two
decision points; gist preservation and textuality. They also compared GistKey and

GistTFISF scores in the second experiment.

Chan [31] presented a model for automatic text summarization based on shallow
linguistic extraction technique. The difference loistmodel from other models was
focused on the identification of the main factors in the textual continuity, instead of
focusing on detgtion of keywords or cuphrases. They aimed to use discourse
network for identifying the meaningful discourse structure. According to their study,
the interconnected links in a network showed the attributes of textual continuity and
discovered the meaningf each sentence. Their system combined lexical cohesion
analysis and textual coherence analysis under the sentence analyzer and generated the
abstract of sentence. For evaluation, they used four texts to compare the generated
discourse skeletons with treausal chains. They used Spearman rank correlation
coefficient for measuring and comparing the results. As a summary, their technique
identified the meaning of the text and they compared and evaluated the saliency and
connectivity of the text pieces bying lexical cohesion and thesaural relations. They
also claimed that integrating textual continuity with both lexical cohesion and textual
cohesion analysis, together with the discourse network, generated much better results

than keyword or cuphrase sumarization.

D6Avanzo, Ma g |82] developed a Learnany Algomthm for Keyphrase
Extraction (LAKE), to find the relevant terms in a document using key phrase
extraction methods. IR€rst based supervised learning approach was used for
linguistic processing of the documents. The system tiadmain phases; firstly
various linguistic features to extract key phrases were used, and then machine learning
techniques were utilized to find the important key phrases. The difference of LAKE
from other methodologies was using linguistic processorh sscmultiword and
named entity recognition. System worked in three stagegrpoessing stage had
three steps; part of speech, multiword recognition and named entity recognition, and
Candidate Phrase Extraction phase The Scoring Candidate phrase presthehere

they used two features to train a classifier for scoring candidate phrase extraction
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results.For evaluation, they used newspaper articles and the ROUGE program to
identify the results of the evaluation.

Silla, Pappa, Freitas andelso[33] developed a Classificatidmased Summarizer
(ClassSumm) classify sentences according to the importance in the documents by
using machindearning classification methods. They used two different Genetic
Algorithms (GA) whicha Multi-Objective GA (MOGA) and Single Objective GA
(SOGA) for improving the predictive accuracy of decision and they also used genetic
algorithms for performance improvement in the classification process. Detriseon
algorithm (C4.5) a n de cNasgn Yoe clagsdicators Systéma s s i f
worked in the following steps; it split sentences from source documents with the help
of regular expression approach. Then, values of the sentences were calculated with the
help of vector predictor attributes and las#lgch sentence was divided into two
classes; summary (sentence contained in summary) égumimary (sentence not
contained in the summaryFor evaluation, they used newspaper articles and compared
the proposed algorithms in two different experiments thate ideal automatic
summaries and ideal manual summaries. Summaries were generated with 10% and

20% thresholds in the experiments.

Michalcea[34] devised a new unsupervised grd@sed algorithm for automatic text
summarization. He aimed to test various grapied algorithms for automatic text
summarization. He used Hwieked Induced Topic Search (HITS) which was
designed for ranking web pages according to their degree of authority. Position power
function algorithm was designed to combine the number of its successors and the score
of its successors and PageRank ranlalggrithm which was originally designed for

Web link analysis. He also used undirected graphs and weighted graphs in his study.
For evaluation, he used 567 news articles from the DUC 2002 data set. For each article,
TextRank generated a 100 words sumnaamy he used ROUGE evaluation toolkit for
comparing the generated summaries with human evaluated summaries. According to

results, he claimed that HITS and PageRank algorithms provided the best performance.

Mihalcea and Tara(85] generated the graghased automatic text summarization

model (TextRank), in which they introduced two innovative unsupervised methods for
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keyword and sentence extraction. The ke
the key phrases from the soaiocument and the aim of the sentence extraction phase

was to find the most important sentences in the source document for building
extractive summari es. Googl ebs PageRank
Function could be integrated into TextRaRkr the evaluation of keyword extraction,

they used 500 abstracts from the Inspec database which consisted of Computer Science
and Information Technology articles. They used precision, recall andaSure for

calculating the scores of summariesandcompad t he scores with F
extraction system and various methods. For the evaluation of sentence extraction, they
used DUC 2002 data set which consists of 567 news articles. They used the ROUGE
evaluation tool kit t o owithmtppafive DUCHR@02 Text R
performing systems. According to the authors, TextRank was a very compatible
summarization system because it did not require deep linguistic knowledge and
domain or language specific annotated datasets, and also the system caglitybe e

integrated with other domains, languages or genres.

Mihalcea, Tarau and Fig&6] devised a new opemitt word sense disambiguation
method which was a combination of logical references with Page&giek
algorithms. Their aim was to identify the capabilities of PageRank using semantic
networks providing comparison with other methods and results showt tivais
successfully used in language processing applications. They used word sense
disambiguation for assigning the most suitable meaning to a polysemous word within
a given context. They could use word sense disambiguation with knowbedgd
methods bt they devised a new opéext disambiguation algorithm which combined

the semantic network (WordNet) and gragdsed algorithms (PageRank). For
evaluation, they compared word sense disambiguation accuracy with Random, Lesk,

PageRank, WordNet and Combiioat of PageRank and Lesk algorithms.

Erkan and Radej87] developed a stochastic grapased NLP method (LexRank) for
identifying the important textual units. The new approach to score sentences was based
on the concept of grapbased centrality, and aim of the system was to achieve-multi
document generic téxsummarization. They used LexRank while generating a graph

based on Intrgentence cosine similarity adjacency matrix. They developed their
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methods in the MEAD summarization system. For evaluation, they used DUC 2003
(30 clusters) and 2004 (50 clustersitad sets which are consisted of English news
documents and they used Redatiented Understudy for Gisting Evaluation
(ROUGE) evaluation metrics and compared the centroid approach andbgsgzh
approach outputs. Their claim was that the giagbed apmach identified the
important sentences better than the centroid based approach.

Filatova and Hatzivassilogloy38] devised another model which represented
documents in twalimensional space of textual and conceptual units with relational
mapping between these two dimensions. Integration of the selecting significant text
passages and minimizatiof information overlap between them were the two tasks

of these modal. For Information Selection and Packing they used three components
(Full correspondence, Partial correspondence between textual and conceptual units
and length and textual constraintdjo avoid the redundancy, they used two
approaches; they, grouped potential output text units together according to similarity
and output only a representative from each group. In other approach, they used
Maximum Marginal Relevance (MMR) method that gavsimilarity score to new
sentences in the output then compared them with the sentences in the summary. Only
the sentences which contained a significant amount of new information could be added
to the summary. They analyzed zeme mappings between textuwand conceptual

units and two greedy algorithms; the adaptive greedy algorithm for calculating textual
units rank, and the other one was dubbed modified greedy algorithm for modifying
generated ranks by prioritizing the conceptual units with the highaistdual weight.

They used two different featureshile generating summaries: 9IBF or atomic
events. For evaluation, they used 30 test document sets from Document Understand
Conference (DUC) which contained 10 news articles on different.cases

Steinbergr, et al.[39] devised a sumarization algorithm which used both lexical
information and result of the anaphoric resolver and Singular Value Decomposition
(SVD) for finding the important terms. Their main objective was comparing the two
sentence extraction based summarizer. Both sanmers used Latent Semantic
Analysis (LSA). To find the important sentences, the first summarizer used only

lexical information and the second summarizer used anaphora resolution system
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(GUITAR). GUITAR was selected of as modular its high precision. GURTA
consisted of MARS pronoun resolution algorithand definite description resolution
algorithmSy st e md s Safdbence shairk oréngportant word identification or
combination of both for finding important sentences. For evaluation, they used
manualy generated summaries which were generated for CAST pripectontent

of the corpus consisted of newspaper and science articles. They tested their evaluation
result using Relative Utility (RU),6core, Cosine Similarity and main topic similarity
metrics, and then compared manual substitution and manual addition with GUITAR
substitution and GUITAR addition results. They used 15% and 30% thresholds while

generating summaries.

Barzilay and Mckeown[40] used a multdocument summarizer framework
(MultiGen) using sentence fusion method. Sentence fusion involved botidatal

multi sequence alignment and statistical generation, and the summaries consisted of
sentences which weret found in any of source documents. The system created a new
sentence that includes common information in most sentences of the dataset. The
proposed system (MultiGen) worked in the following order; Theme Computation,
Theme Selection, Theme Ordering, &&ce Fusion and Summary generation. The
sentence fusion phase had three steps; Identification of common information, fusion
lattice computation and lattice linearization. They aimed to analyze the performance
of algorithm in terms of content selection agchmmaticality of the constructed
sentences in evadtion phase of sentence fusion.

Yeh, Ke, Yang and Menft1] developed a singldocument summarizer which used

two different algorithms for summarization. The first algorittwmk modified corpus

based approach (MCBA) which gaated summaries based on the combination of
score function with the analysis of salient features (position of sentences, positive
keyword, negative keyword, centrality and similarity to title data), and scores trained
with the help of genetic algorithm &3. The second algorithm was Latent Semantic
Analysis (LSA) based Text Relationship Map (T.R.M) approach which was used for
generating the semantic text relationship map. For evaluation, they used 100 political

articles and generated indicative summaridgey used intrinsic evaluation methods
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which were recall, precision andfeasure for measuring and comparing the extracted

outputs.

Muray, Renals and Carletf@2] developed a summarization system which used
featurebased approach using prosodic features, lexical methods with maximal
marginal relevance (MMR) and latent semantic analysis (LSA) approaches. They
evaluated their experimentusing both human evaluators and the output of an
automatic speech recognizer. They used ROUGE evaluation approach, for comparing
ngramceoccurrence between automatic summar
i deal human summar i es . ati® wasrmh@sa of the sodree € 0 Mg
document. They claimed that LSA method performed better, using LSA with MMR

did not have significant impact to the results and fedbtased approaches perform

much worse than the other approaches.

Kiani and Akbarzadel43] presented a novel technique for summarization which
combined Genetic Algorithen (GA) used in membership methods and Genetic
Programming (GP) used for optimizing rule sets; where both algorithms were for
optimizing rules sets and membership methods of fuzzy systems. Their system
considered nostructural features (number of title wdsrin sentence, first sentences
paragraph, last sentence of the paragraph, number of words in sentence, number of
thematic words in sentence and number of emphasize words) while identifying the
important sentences for summary. The outputs of thestradural features were used

in fuzzy implementation which was a stochastic method for finding membership
function, and later they implemented the optimization algorithms (GA & GP). For
evaluation, they used three news articles with various topics, consudtih§00
sentences. They compared their summarizer with Microsoft Word 2000 and Copernic
Summarizer. Evaluations were done by three parameters precision, recatscore F

and f (their objective function).

Svore, Vanderwende and Burgg$4] developed a automatic singlelocument
summarization system (NetSum) based on neural networks. They aimed to develop
two different experiments based on their document sets. In both experiments, they

extracted three sentegs which described the highlights of the source document and
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evaluated different techniques while adding them to the summary. They used a pair
based neural network algorithm (RankNet) for training data sets and for ranking
sentences. RankNet used featytag-irst Sentence, Position of Sentence, SumBasic

Score, SumBasic Bigram Score, Title Similarity Score, Average News Query Term
Score, News Query Term Sum Score, Relative News Query Term Score, Average
Wikipedia Entity Score, and Wikipedia Entity Sum Sxdior scoring sentences. For
improving the performance of NetSum they used LambdaRank. For evaluation, they
used 1365 news articles gathered from C
measuring and comparing the quality of hurgamerated and summarizer gexted

summaries.

Witte, Krestel and Berglda5] presented a summarization system (ERSS) which used
fuzzy coreference clster graphs for generating single and mddicument
summaries. The system generated cluster graph based on the context and multiple set
of documents for ranking the sentences in the clusters. For evaluation they used

ROUGE, BE metrics and responsivene&asure.

Ercan and Cicekl46] investigated the effect of lexical chains in keyword extraction.

They developed a keyword extraction method that used features based on lexical
chainsinthedeect i on of keywords for an article
algorithms with their method and found that C4.5 generated better results with the
proposed method. Then, they decided to use C4.5 to represent the keyword extraction
problem as a leammg task. In their experiments, they used C4.5 with two different sets

of features. In first case, they used only the text features and in second case, they used
features based on lexical chains and compared the results and they iddrdtfiled

features based on lexical chains generated better results.

Liu, Li, Wu and Lu[47] devised an everiased summarization which focused on
semantic relations between event terms. System extracted event terms from original
documents and built event term graph for showing relations between terms and group
relevant sentences into clustersiethwere represented as topic of documents. They
formul ated the event as N[ Whol] did [ What
[What] was the key term of the event according to the formula. They used verbs and
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action nouns as key terms of an event. For sanmation, they used two strategies;

for the first strategy, a term was selected as the representative of each topic for
covering all the topics, and for the second strategy, selecting all terms in the most
important topic for identifying the relevant imfoation related to this topic. Based on
those strategies, cluster ranking, sentence extraction, term selection were decided. For
generating event term graph, they used VerbOcean a-bovatage semantic network

of verbs and for clustering event terms thegd a densithased algorithm DBSCAN.

Later they ranked clusters, selected representative terms from the clusters using One
Cluster All Terms (OCAT) and One Term All Clusters (OTAC) strategies. For
evaluation, they used DUE001 document sets which castsi of 30 English
document sets, and used ROUGE for identifying the quality of generated summaries
and compared it with PageRabksed algorithm results and clusterbaped

summarization results.

Bhandari, Shimbo, Ito and MatsumdusB] devised an extradiased generic single
document summarization using probabilistic late@tnantic indexing for analyzing

the term frequency and graph. According to the authors, geaing algorithms
generally extract highest ranking sentences related to one central topic in the source
documents, but if a document has several topics, tilgsethms discards the other
significant topics and rank the sentences according to highest ranking topic, and the
generated summaries may not cover the all document and cannot be considered to be
generic enough. TheysedProbabilistic latent semanticdexing (PLSI) for solving

that problem, since PLSI could cover multiple topics in the source document and
generate summaries closer to human generated summaries. For evaluation, they used
DUC-2002 data sets and used ROUGE for measuring and comparing @@€1PR
PROC2, PROC3, PROCS3 results, and also they compared their system with other
algorithms (LexPageRank, LSA, and Hyperhimduced Topic Search (HITS)).

Orasan[49] conducted a research about the effectiveness of prenominal anaphora
resolution in teksummarization. He preferred to use tdyased summarizer integrate

the method because the summarizer had limited number of parameters and was very
appropriate for identifying the change in performanicermbased summarizer used

TF-IDF method for extraatg the most appropriate sentence for generated summaries.
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He compared three anaphora resolution techniques (Kennedy & Boguraev (K&B),
CogNIAC and Mars) and three baseline technique (BLAST, BASLTSUBJ, BRAND)

on a corpus of journal documents publishedhia dournal of Artificial Intelligence
Research (JAIR). He used 65 articles which contained more than 600,000 words in
total, and 2%, 3%, 5%, 6% and 10% compression rated summaries were generated.
For identifying the effectiveness of anaphora resolutiom,stimmaries which were
generated by the author considered as gold standard and automatic generated
summaries were compared to them. For measuring and comparing the results, he used
cosine similarity. According to the experiment results, he claimed thegrating
prenominal anaphora resolution to telbased summarizer improved the performance

of generated summaries.

Steinbergef4] developed a new text summarization method which combined lexical
and anaphoric information under tlaent semantic summarization method. In this
research, anaphora resolution was used for correcting false references in the generated
summaries. Also, he devised a hew sentence compression algorithm which was more
effective when used with LSA propertiehd aim of the compression algorithm was

to identify the unimportant clauses in long sentences and discard these clauses to make
the summary more substantial. Moreover, he developed a method for identifying the
similarity of the main topic between sourcecdment and its summary. In this
summarization method, the document was converted into SVD input matrix format
and then decomposed into three matrices which contained information about the topics
of the document. He presented an automatic dimensionalitgtred algorithm for
identifying important topics, and sentences were sorted according to how they
contained important topics. According to the authors, performance was improved
when compared with baseline, but there was a quality gap between-genena¢d

summaries and summarizer generated summaries.

McDonald[50] developed a mukilocument summarizer which used theoretical and
empirical properties of different global inference algorithms for generating summaries
from clusters of related docunmenThey implemented the summarizer by analyzing
three algorithms; Greedy Approximate Method which was similar to MMR algorithm

and was simple and effective in computation, but a lot of Happenedf sentence
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length was very long. To reduce the effedf that problem, they used Dynamic
Programming based on solutions to the knapsack problem. Using the knapsack style
algorithm helped to avoid noise problem caused by greedy algorithm, and Extract
Algorithm which used Integer Linear Programming formulafi#) for solving the
globalinference problem. They used -TBF values of the sentences, document and
document collection. For evaluation, they evaluated two different experiments on
DUC 2005 data sets, the first one compared the results of generic Snatimaand

the second one compared the results of the efeensed summarization and results

were regenerated using ROUGE evaluation metric.

Wong, Wu and L[51] presented a learnifgased approachhich combined different
sentence features. They categorized their features into four main groups; Surface,
Content, Event and Relevance. Surface features were about extrinsic aspects of a
sentence. Content features were about measuring sentences actmrdamgent
conveying words. Event features were related with the sentences which contain events.
Relevance features were for identifying the relatedness of a sentence with other
sentences. They aimed to combine the saipervised techniques with sentences
features and analyze the effectiveness in summarization. For supervised learning
approach, they used Probabilistic Support Vector Machine (PSVM). For semi
supervised technique, they trained thei
Bayesian classifier. poes ofcontent features used in that summarizer were; centroid
words, signature terms and high frequency words and all of them were anaitjzed

both unigram and bigram representations. They used GATE system for event features.
For evaluation, they used 30 clusters of relevant documents which consist of 308
documents about specific topic consisting of 50, 100, 200, 400 words. They used
ROUGE for measuring the performance of summarization and comparing the
summarizemgenerated summaries with model summaries. They used precision and

recall for measuring and comparing the classification performance.

Litvak and Last[52] compared a supervised and an unsupervised grapéd
approach in extractive text summarization. In the supervised approach, they trained
the classification algorithms for identifying the keyds on summarized articles. In

the unsupervised approach, they used HITS algorithm for identifying the keywords.
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For evaluation, they used newspaper articles provided from DUC 2002 dataset which
consist of 566 English articles and useeémEasure to compa the proposed
approaches. According to the authors, using supervised approach was the most
accurate option for finding salient keywords in a document graph but it needs a large
amount of training set of summarized documents, and the unsupervised apyasach

suggested for when there is no training set of articles available.

Carenini, Ng and Zho[53] conducted a research which was based on conversational
cohesion and subjective opinions for summarizing email conversations. Firstly, they
built a sentence quotation graph which identifies the conversations from emails; they
used cohesiomeasures which were clue words-¢ezurring words in the reply of
email), semantic similarity and cosine similarity. Secondly, they used Generalized
ClueWordSummarizer (CWS) and PageRank gilagbed summarization approaches

for extracting highest rankederstences for summaries. Lastly, they combined
subjective opinions approach with gralpiised approaches. For evaluation, they used
Enron email dataset for building their own corpus, they used 39 conversations which
contains MEAD package to segment the iexd 1394 sentences, and they worked
with 50 human summarizers for reviewing the email conversations. Human
summarizers selected 30% of the total sentences for summarization. They used
sentence pyramid precision and ROUGE recall metrics for measuringpamieng

the CWS and PageRank and Subjective opinions results. They claimed that CWS had
better runtime performance and higher accuracy than other cohesion measures and clue

words and subjective words improved accuracy of CWS significantly.

Antiqueira, et al. [54] presented a complex network approach to text summarization
that used concepts and commplnetworks for extracting sentences. They aimed to
research grapbased, language independent approach to extractive text
summarization. Their system represented texts as graphs or networks, sentences were
represented as nodes and shared common meanimgins between those nodes
represented as edges. Their method generated simple network between sentences
which required surface text ppgocessing, and they extracted summaries with no
sophisticated linguistic knowledge. They prepared 14 sets of summsasizieh were

generically referred to as Complex Netwoebased Summarization (CSumm).
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Firstly, the source article was ppeocessed then text was mapped into a graph
according to the adjacency and weight matrices, then a score was evaluated for each
noce in the graph. Lastly, the highest ranked nodes were selected for the summary.
They used 7 network measurements and 14 sentence rankings. They also developed a
voting summarizer for selecting the highest ranked sentences in the 14 systems. For
evaluation they used 100 BraziliaRortuguese newspaper articles which consist of
613 words or 29 sentences averagely. They conducted three different experiments for
the evaluation; in the first experiment they used Precision, Recall -sodr& and
compared resudtwith two baselines and six other extractive systems, in the second
experiment, they used ROUGE metric for comparing the performance of the system
with two baselines and six other extractive systems, and in the last experiment, they
investigated the effécof compression rate on the performance of all-8&Nnm

strategies.

Lee, Park, Ahn and Kinj55] presented a new unsupervised method using- Non
negative Matrix (NMF) Factorization for extracting sentences for generic
summarization. They claimed the advantage of using this method is firstly, it did not
require training summags for the summarizer. Secondly, NMF was more successful
in choosing meaningful sentences because, NMF has more sensitive semantic vectors
than those extracted from LS£elated methods. For evaluation, they chose 50 articles
randomly from DUC 2006 dataes and each document had a hurganerated
summary. They used ROUGE software for comparison and measuring the
performance. They used five different summarization methods; Relevance Measure
(RM), LSA, Mutual Reinforcement Principle (MRP), Local and GloBabperties
(LGP) and NMF. They compared them according to Precision Recall-amehBure

values.

Fattah and Ref56] presented a trainable approach which used statistical wols t

improve content selection in text summarization. Their approach used sentence
position, positive keyword, negative keyword, sentence centrality, sentence similarity
to title, sentence inclusion of name entity, sentence inclusion of numerical data,
sentege relative length, bushy map and aggregated similarity for each sentence

features while generating summaries. They used each sentence feature to identify the
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effects in summarization task. Then, they used a combination of the genetic algorithm
(GA) and mgéhematical regression (MR) for finding the appropriate combination of
feature weights. Then, they used feature parameters for training feed forward neural
network (FFNN), probabilistic neural netwo(RNN) and Gaussian mixture model
(GMM) for generating ssnmaries. They compared the performance of their trained
models from one language to other language. For evaluation, they used 100 Arabic
political articles and 100 English religious articles. Compression ratios of generated
summaries were 10% 20% and 30%dahey used precision for measuring and

comparing the performance of the system with different criteria.

Saggion[57] developed an automatic summarization system (SUMMA) on GATE
platform which combined various summarization components with-aséblished
evaluation tools. SUMMA could be agjtable for singkelocument, miti-document,
querybased and multi/cross lingual summarization. SUMMA used default
components of GATE which consisted of feature algorithms, evaluation methods, and
initialization and execution methods over articles. Summary compression rates,
scoring values and features @be modified or chosen by users of the application.
For evaluation, they used precision, recall &ascore, conteAbased metrics and
BLEU and ROUGE evaluation metrics.

Ko and Seq58] presented a hybrid technique which used contextual information and
statistical approaches for single and mdticument summarization. They used
contextual information for solvindgeature sparseness problem and used hybrid
methods to improve performance. Their hybrid statistical serfxtcaction methods
used general statistical methods (Title method, Location method, Aggregation
similarity method, frequency method, -lased quer method) and a combination of
statistical approaches which useejbam pseudo sentences. For evaluation, they used
Korea Research and Development Information Center (KORDIC) which contained
841 Korean news articles about several topics. Their compreasiosawere 10% and
30% singledocument summarization. They compared their system with Title,
Location, DOCUSUM (Linguistic text summarization approach) and MS word. For
multi-document summarization, they used 55 news articles. Their compression ratios

were 10% and 20%. They used precision, recall and F score for measuring and
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comparing the performance of each sentedeaction method with other methods.
They claimed, the proposed method generated better performance than other
summarization tasks. Accarg) to the results, contextual information was effective in

text summarization concept.

Hernandez and Ledene(&89] presented a summarizer which usedrams and
maximal frequent word sequence features as domain and was language independent in
a vector space moderhey chose to use an unsupervisedrting algorithm for
sentence extraction. They proposed three different methodologies for term selection,
sentence weighting and sentence selection. For term selection, their framework used
sequence of n words -gram), for Term weighting, they used BaaheWeighting
(BOOL) and TFIDF and for sentence selection they used unsupervised learning
approach for identifying group of sentences with similar meaning, and finding the most
representative sentence from each group in order to generate summary wélpthe h

of K-means algorithm. For evaluation, they used DUC 2002 data collection which
consists of 567 news articles of different length with variety of topics. They used
ROUGE evaluation toolkit to compare the summargenerated summaries with
humangeneragéd summaries. For comparison, they usedram statistics and

calculated Precision, Recall andhieéasure values.

Suanmali, Salim and Binwahl§®0] developed a text summarization system based on
fuzzy logic. The proposed system had four main phases while generating summary;
Preprocessing, Using Sentence Features, Calculation the Score teh&=and
Extraction of Sentences. The Rmocessing phase had four activities; Sentence
Segmentation was related to splitting source document into sentences, tokenization to
splitting sentences into words, Removing Stop Word was related about discarding
meaningless words and Word Stemming to removing prefixes and suffixes of each
word. As a summary, system worked in the following order; firstlyppoeessed the
uploaded article, then evaluated eight features for calculating the score of sentences
with the general statistic method (GSM) and fuzzy logic method, lastly based on 20%
compression rate, the highest scored sentences were extracted to generate the
summary. For evaluation, they used DUC 2002 data set consisting of 125 news

articles. They used RGGE evaluation kit for comparing humgenerated summaries
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with summarizelgenerated summaries. They evaluated the results by ugjrgm
settings of ROUGE, and they compared déverage precision, recall andnfeasure
results between general statisiiethod (GSM), fuzzy summarizer, Microsoft Word
2007 summarizer and baseline summarizer (first 100 words of the article generated
from DUC2002). They claimed the best results were produced by the fuzzy method
accading to precision, recall andifReasure bitiby ROUGE.

Kyoomarsi, Khosravi, Eslami and Khosravyf#il] developed an automatic text
summarization system which used fuzzy logic to generate a summary. Their systems
had two main paits; using features and using trainable summarizer. They employed,
TF-ISF, Sentence Length, Sentence Position, Similarity to Title, Similarity to
Keywords, Sentenem-Sentence Cohesion, SentettoeCentroid Cohesion,
Referring position in a given level ake, Indicator of main concepts, Occurrence of
proper names, Occurrence of anaphors and Occurrence -@ssential information
features for identifying the score of terms and sentences. They used MATLAB tool to
implement fuzzy logic in text summarizatioFor evaluation, they used 10 TOEFL
texts to compare the result with Machine Learning method and fuzzy logic method.
Then, they asked the 5 judges to read the source texts and score the summaries. The
results of the comparison showed that judges gavertsebre to the summaries which

were generated by fuzzy method.

3.1.6Studies betweerP009 and 2018

Quyang, Li, Lu and Zhan{52] developed a new extractive summarization system
which used word position information instead of sentence position information for
both single and muHlilocument summarization. They defined four womkipon
features which were; Direct Proportion (DP) and Inverse Proportion (IP), Geometric
Sequence (GS) and Binary Function (BF). They also used Sentence Position features
for comparison, the features were the same as the word features which were mhentione
above. They preferred to use MMR approach to remove redundancy in the generated
summaries. For generic singlecument summarization, they used a variety of DUC
2001 data sets which consist of 303 articles. For generic -dadtiment

summarization, theysed DUC 2004 data sets which consist of 450 articles. For-query
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focused summarization, they used DRQ@052007 datasets and TAC 20@809 data

sets. They used the ROUGE evaluation tool for measuring the effectiveness of word
position feature in the sumnization concept. They compared word position feature
results with sentence position results in both single and hadtiment evaluation.
According to the results, authors claimed word position information was more

effective than sentence position inforioat

Ouyang, Li, Li and L|63] used regression models to rank sentences in gaenged
multi-document summarization. They used Support Vector Regression (SVR) to
identify the important sentences in a document. For evaluation, they generated
Apseudoo traini ng uhantgeneratad summeaies,acdaided tyjemf r o n
to compare several-ram based methods. They devised three gdepgndent and

four query independent features to identify important sentences in-tpogised
multi-document summarization. They used word matcheaguire, semantic matching

feature, named entity matching feature which were gdependent, and FF

feature, named entity feature, staprd penalty feature and sentence position feature

which were queryndependent features. They used regressigle ranking method

for measure the scores of sentences. They also constructed their own training data set;
they assigned fAnearly trueo i mpo-gratnance s
based methods. Their aim was to compare the system generated ssmnitri

human generated summaries and if it contained similar sentences with human
generated summaries, those sentences were assigned higher scores by system. They
used maximum marginal relevance (MMR) approach to remove redundancy. For
evaluation, they gpied four experiments using DUC 2005 to DUC 2007 and four
human summarizers wrote summaries consisting of 250 words. Also, the system
generated summaries consisting of 250 words. They used ROUGE metric to compare

their systems with human generated sumesaaind togperforming DUC systems.

Filippova [64] developed a grapbased summarizer which usedulti-sentence
compression a syntax lean method which provided more advantage than tokenizer and
a tagger. This method was capable of generating informative and grammatical
sentences without requiring a parser, handcrafted rules, or a language modeidTo a

redundancy, they used word graph, a directed graph which helped identify adjacency
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relation, between words and possible compression path. They improved the scoring
and ranking calculations by employing more sophisticated weighting functions which
idertified strong links and salient words. For evaluation, they used Google News
clusters, and they preferred to use as data set freely available and easy to cluster news
which was a valuable source for multilingual data. They used 150 clusters in English
and 40 clusters in Spanish which include 24 articles average. They evaluated their
performance results according to an experiment with human raters and compared them

with baseline results according to average rating.

Binwahlan, Salim and Suanm#@5] developed a hybrid automatic text summarizer
using a variety of hybrid models based on fuzzy logic,rswiatelligence named
Particle Swarm Optimizatio(PSO) They analyzed Maximal Marginal Importance
(MMI) T diversity text summarization, Swarbased summarization, Swarm
diversity-based text summarization, Fuzzy swdrased text summarization and
Fuzzy swarm diversity hybrid mode for summarization in their system. Calculating the
scores of sentence cerlitng title feature, and word sentence score (WSS), key word
feature and similarity to first sentence were the common features of the summarizers.
For evaluation, they used 100 new articles from different document sets. They
cdculated precision, recall dnFscore evaluation values then used ROUGE
evaluating measure toolkit to compare the summarizer generated summaries with

humangenerated summaries.

Ber ker a {66] de@ged an@utomatic text summarization system which was
the combination of sentence scoring methods and lexical chains for computing to
generated summaries using genetic algorithms. In this study, they used 12 different
sentence extraction methods. Thesethods are categorized into three main classes;
location features including sentence location and Sentence relative length, thematic
features consisting of average TF, averagelOW; similarity to title, cue words,
named entities, numerical data and sené centrality, and cohesion features including
synonym links, cepccurrence linksand lexicachains. They used WordNet to identify

the lexical chains between words. They considered only nouns as the candidate words
and used LingPipe PoS tagger to idignithe nouns. System used genetic algorithm

for learning the weights of the features. For evaluation, they used CAST corpus which
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consists of 100 documents and they used 80 of them for training and 20 for testing the

results. They used precision for measg the performance of features.

Alguliev, Hajirahimova, Mehdiye{67] developed and unsupervised nualticument
summarization system which uses integer linear programming (ILP). System identifies
key sentences very efficiently and avoids choosing sentences edntiin similar
information. Authors introduced mathematical formalization, similarity measure
(cosine similarity, Normalized Google DistancéNGD) based similarity) and
combination of the similarity measures to their text summarization model. They used
Branchandbound algorithm, binary particle swarm optimization algorithm for
solving the ILP problem. For evaluation, they used DUC 2005 and DUC 2007 data
sets consisting of 50 and 45 topics, respectively. Each topic of DUC 2005 consists of
25 to 50 articles1593 articles in total and each topic of DUC 2007 consists of 25
articles, 1125 articles in total. The generated summary includes no more than 250

words. For measuring the performance, they used ROUGE evaluation tool kit.

Nguyen, Santosand Rusgdé8|]c onduct ed a study research
cognitive styles on mukilocument summarization. They studied impacts of two

di fferent di mensi ons fostonavsasethedasalytec/ovigppisi t i o n
dimension and the other one was verbal/imagery dimension. Their results showed that
different users had different evaluations related to information coverage and the way
which information was presented both loosely amdely related document sets and
coherency ratings were differentiating between analytic and wholist groups. For
evaluation, they worked with thirty undergraduate students at the University of
Wisconsin where all participants attended Cognitive Style Amal{GSA) test.
Participants read and ranked four document sets which were generated from 10
randomly chosen summarization systems in DUC 2005. Their study identified, that
wholists worked to get information as a whole but analytics processed information in
parts. They found that the userodos eval ua
when they used dimensions with graph entropy and percentage ofakiaed

concepts. Their study has shown that using that concept helped to improve

summarization algorithmabout identifying key information from collections.
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Mashechkin, Petrovskiy, Popov and Tsarg89] developed an automatic text
summarization system using latent semantic analysis. Sysfaesented the source
article in the form of numerical matrix where the columns of matrix represent the
sentences of the document. Latent Semantic Analysis used that matrix to generate the
sentence representation in the topic space. System chose theamhperitences for
summary according to the results in the topic spaces. They also evaluated sentence
relevance with a new generic text summarization method which used nonnegative
matrix factorization and singular value decomposition (SVD). For evaludtiey,

used DUC 2001 and DUC 2002 data sets, and ROUGE evaluation toolkit to identify
the quality of the summarization algorithms. They claimed that using dimension
reduction of the feature space with nonnegative matrix factorization and using

semantic topis weight generated better results than singular value decomposition.

Ouyang, Li, Zhang, Li and L{ir0] devised a novel sentence selection strategy for
multi-document summarization. They tried to classify relations betwederses for
defining a conditional saliency measure of the sentences and aimed to identify novel
and salient sentences. Different from other studies, they tried to identify the uncovered
part of sentences for examining saliency in order to increase tleagevof the
summary. Their strategy was to separate sentences in two major groups which were
general sentences or supporting sentences. Their methodology had two main phases;
the first one was the subsuming relations between two sentences, and theosecond
was the progressive sentence selection strategy. For evaluation, they used DUC data
sets and their methods were evaluated on a generic-aogliiment summarization

data set and several qudocused multidocument summarization data sets. In their
expeiments, they used GATE for pprocessing. They used ROUGE evaluation tools

for measuring and comparing results with human generated summaries. Authors
claimed that progressive sentence selection strategy generated summaries with better

saliency and coveage.

TorresMoreno [71] developed a text summarizer (ARTEX) which was based on
Vector Space Model (VSM) and used document vector and lexical vector for scoring
sentences according to their relations. For evaluation, they used DUC, Text Analysis

Conference (TAC) and other datassan French, English and Spanish languages for
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generating summaries. They evaluated their tests with different languages,
summari zation tasks, summari zers and dat

performance with CORTEX and ENERTEX summarization sgyste

Lloret and Palomaf72] devised a technique which aimed to detect redundant
information by using three different methods which were dependent different levels of
language analysis; lexichhsed redundancy detection, syntabised redundancy
detection andemantiebased redundancy detection. Their system integrated cosine
similarity, text entailment and sentence alignment methods for detecting redundancy.
The nonredundant sentences were used for summarization which focused on
identifying relevant contentising statistical (term frequency (TF)) and linguistic
features for generating summaries. For evaluation, they used data sets between DUC
2002 to 2004 which consist of 1667 articles. They used ROUGE metrics for
measuring, comparing and testing the reswiith six different approaches, three
baselines and two configurations for the MEAD system. According to experiments,
semantiebased methods identified up to 90% syntabtsed methods identified 73%

and lexicalbased methods identified to 19% of redur@anThis means semantic
based methods were much better on detecting redundancy that relying only on lexical

or syntactic levels.

Ferreira et al.[73] presented a paper which described the mimgiortant text
summarization approaches developed in the past 10 years. They aimed to implement
fifteen sentence scoring algorithms for single document summarization. Three main
approaches were used to determine the relevant sentences for summariest the f
approach was word scoring which scored the most importardswand used word
frequency, THDF, upper case, proper noun, word-amxurrence and lexical
similarity features. Second approach was sentence scoring which was used to identify
the cue word in the sentences, used qleases, sentence inclusion of numerical data,
sentence length, sentence position, sentence centrality and sentence resemblance to the
title features. Last approach was graph scoring which generated scores from the
relationshipamong sentences, and used TextRank, bushy path of nhode and aggregate
similarity features. For evaluation, they used blog summarization, CNN and

SUMMAC datasets. They used ROUGE metrics and for qualitative assessment, they
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worked with four people who analgd each original article and selected sentences
which they thought should be in the summary.

Yang, Cai, Zhang and Shi4] developed a ranking based clustering framework which
was aimed to create high quality sentence clusters. They aimed to constriigpe tri
document star graph from the article with the help of simple mgn&nd authority
ranking methods, then developed a rankiaged sentence clustering framework and
used intrinsic cluster quality evaluation and extrinsic summarization methods to
identify the effectiveness and robustness of the evaluated approach. katiena

they used DUC 2004 generic muitbocument summarization dataset and the DUC
2007 querybased multdocument summarization dataset. They used ROUGE for

measuring the performance of the generated summaries.

Baralis, Cagliero, Mahoto and Fi¢vi5] developed a mukilocument graptbased text
summarizer (GRAPHSUM). The aim was to identify and use association rules to
represent the correlations among multipggms GRAPHSUM used PageRank
algorithm which could evaluate positive and negative term correlations separately for
summarization documents. It only used two basic langdagendent steps
(lemmatization and removing stop words) for protecting flexibility antgdity. The

main steps of GRAPHSUM were occurs text processing, graph indexing and sentence
selection. They evaluated three experiments for measuring the performance of
GRAPHSUM,; first experiment compared GRAPHSUM and other summarizers,
second experimenmneasured the effectiveness of the summarizer on news article
dataset and analyzed the effects of system parameters and features on GRAPHSUM
performance. They used DUC 2004 dataset and fiveifealews article collections

and ROUGE evaluation metric.

Aliguliyev and Isazadg 6] devised an optimizatiehased approach for generic multi
document summarization. For evaluation, they used DQ@2 2nd DUC 2004 data

sets, and for each data set, four hurganerated summaries were provided for target

l engt h. They us e d-prdtessing stepdremowng bt@werdsiamd pr e
stemming process), they used ROUGE metric for measuring and cogiftegiresults

with humangenerated summaries and several machine summarizers.

44



Litvak and Vanetilf77] developed a new model for muttocument summarization
concept. TRir system was based on tenbased representation which used tensor
decomposition to the topics. The aim of teAsased representation was describing
the articles in terms of topic, as a summary, the generated model identifying the topics
by clusteringsimilar sentences and then ranking the topics with the help of tensor
decomposition and finally, the highest ranked sentences were chosen during summary
generation. Their summarizer had 5 main stepspRyeessing (splitting document it

to sentences, tokeation, removing stop words and stemming), Topic generation
(clustering sentences group them according to their related topic), Representation
building (they generated thregmensional tensor for terms, topics and articles),
Topics ranking (calculateché ranks for terms, topics and articles) and Summary
compiling. For evaluation, they tested their algorithm on multiple languages and
compared the performance of algorithm using ROUGE evaluation toolset and SU4
(recaltbased) scores to baseline and othaltirdlocument multilingual summarizer.

For summarization, they used MultiLing data set consist of Hebrew, Arabic and

English news articles.

Ferreira, et al[78] devised a new mulilocument summarization model which aimed

to use sentence clustering to prevent information redundancy and diversity problems.
Their model used sentence clustering algorithm based on a graph model which made
use of statistic similaritiesnd linguistic process. Their model worked in the following
order; firstly, it converted text into a graph model, and then identified the important
sentences from graph using TextR§8%] and finally, grouped sentences according

to similarity between edicother. System retrieved all documents from the collection
and used them as a single file then clustered sentences for identifying relations from a
specific topic and found the highest ranked sentences for each of cluster. Finally the
system chose the mtosignificant sentences from the clusters for the summaries. For
sentence scoring, they chose to use word frequency afd®H Features and for
sentence clustering, they used graph model and a clustering algorithm which contained
input, TextRank score caltation, main vertex selection, leaders vertices selection,
shortest path calculation and removing path steps. They evaluated two experiments on
DUC 2002 dataset which consist of 597 articles divided38tcollections, and they
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used Fmeasure for compary their output with five best systems from DUC 2002

conference.

Kikuchi, Hirao, Takamura, Okumura, NagafZ9 devised a single document
summarization method based on nested tree structurerditffrom other nested tree
approaches; their nested tree also represented the relation between words in sentences
instead of only showing the relations between sentences in the document. Their
algorithm used the dependency between sentences retriewedhietorical structure

theory (RST) and dependency between words from a dependency parser. For
evaluation, they used RST Discourse Treebank (R3B) which was distributed by
Linguistic Data Consortium (LDC) and including 385 news articles with RST
annotaions. ROUGE metric was used for evaluation and the proposed sentence
subtree was compared with Elementary Discourse Unit (EDU) selection, examined
rooted sentence subtree and sentence selection methods. Authors claimed that, their

proposed method signifindly improved ROUGE scores compared to EDU selection.

Mendoza, Bonilla, Noguera, Cobos and Ld80] devised a method for generic
extractive single dmument summarization (M&SingleDocSum) They aimed to
integrate owrpopulationbased search algorithms with a guided local search strategy.
The proposed algorithm used statistical features which were position of sentence,
sentence length, relation of thensmary of title, and cohesion of summary sentences.
The algorithm consisted of rankédsed and roulette wheel parent selectionpmiet
crossover, multbit mutation, guided seardiased local optimization, and restricted
competition replacement. Thegppposed memeti c al gorithmds
merging individual optimizations, evaluating cooperation and population competition
for identifying search regions, effectively. They used ROUGE evaluation toolkit on
DUC 2001 which consist of 309 news artgldivided into 10 collections and DUC
2002 which consist of 567 news articles divided into 59 collections and compared their
method with UnifiedRank, DE, FEOM, NetSum, CRF, QCS, SVM and Manifold
Ranking.

Heu, Qasim and Leg81] developed a Folksonoryased multdocument

summari zation system (FoDoSu) which wused
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sentences from multiple articles. They used HITS algorithm for gengratord

frequency table which was for analyzing the words. Then, they analyzed the semantic
relations between sentences with the help of the word frequency table, and they
generated summaries with the guidance of identified significant words and semantic
relations between to other words. For evaluation, they used TAC 2008 which consisted
of 48 document sets and TAC 2009 which consist of 44 document sets, they used

ROUGE toolkit for comparing and measuring the quality of summarized documents.

Gl av ag denisd] desised pnovel eventbasedmulti-document model which
built event graphs. Their model combined machine learning approaches abaserde
methods for extracting senterlexel event mentions, identifying the relations
between sentences and calculating the similarities between dotsuntheir study
aimed to close the gap between ewsttered retrieval and sentereeel
summarization models. Their model had three layers, in the first layer;gregtis
generated, in the second layer, a novel model for esamtred informatioretrieval

was presented, and in the last layer, a novel esamtiered multdocument
summarization generated. For evaluation, they used -BQ2 and DUC 2004
datasets and they used ROUGE for measuring and comparing the presented model
with other models anduman generated summaries. Authors claimed that event graph

representation improved the performance of ecentered retrieval task.

Tzouridis, Nasir and Brefel[83] developed a parameterized shortest path algorithm
which was a model for learning the shortest paths in word graphs forsanténce
compression. They used a framework which was geswbray [64] and made an
improvement by integrating the shortest path algorithm. SVM was usietfifying

the shortest path. For evaluation, they used RSS feeds from 6 news websites and
divided them into categories and used ROUGEdasures and BLEU scores for
comparing the generated approach with the techniques propof&y,h84] and[85]
According to the authors, they observed improvement in goagbd multisentence

summarization.

Yao, Wan and Xia¢86] developed a sparse optimization framework for extractive

document summarizationThey aimed to formulate xé summarization as a
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decomposable rowsparsity regularized optimization problefor evaluation, they

used DUC 2006 and DUC 2007 datasets. They aimed to generate summaries which
consist of less than 250 words for each document cluster. They used RO&IGEES

for measuring and comparing the proposed framework with unsupervised document

summarization algorithms.

Yao, Wan, Xiad87] developed a summarization method which generated summaries
in a target language from documents in a different source languagelérgsage
summarization). They developed a phrhased model for sting sentences,
extraction and compression. They also developed a greedy algorithm for the
optimizing score method. For evaluation, they used DUC 2001 English dataset then
manually translated to Chinese using Google Translate, and they used Stanford
Chinese Word Segmenter for Chinese word segmentation. They used ROUGE metric
for measuring and comparing the performance of proposed methods. The system
generated two kinds of summary, the first one limiting the length of summary to no
more than five sentencesid the second one limiting the total characters of Chinese
alphabet to no more than three hundred. According to the authors, the proposed method

introduced improvements over the stateart systems.

Kedzie, McKeown and Diaf88] developed an update summarization system for
tracking the disaster events. The proposed system predicted the salience of sentences
in the context of disaster events and integrated those predictions into a clustering based
multi-document summarization. For evaluation, they used 2014 TREC KBA Stream
Corpus which consisted of 24 news articles and TREC Temporal Summarization track
documats from 20132014 which consisted of 25 events. They used ROUGE metric

for comparing the proposed method with several baselines.

Liu, Yu and Dend89] developed a mukilocument summarization system which was
based on twdevel sparse representation model (MBfarse Model). From the
perspective of authors an ideal should have three key requirer@ents;age aimed

to cover every aspect of all documents in the generated summaries, Sparsity meaning
one sentence in the document set represented by only a small number of sentences and

Diversity aiming to eliminate the redundancy. Based on those keyeawgiits, they
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developed a twtevel sparse model. For evaluation, they used DUC 2006 containing
50 document sets and DUC 2007 contained 45 document sets where every document
set had 25 news articles. They used ROUGE evaluation toolkit for measuring the
performance of the proposed system. They compared their-Bji28se with Random,
LEAD, LSA, Document Summarization based on Data Reconstru¢i@DR)

extraction methods.

Parveen and StrubgOQ] developed a graphased extractive singlocument
summarizer. They used graphsed ranking algorithm for ranking the sentences on
the basis of importance and represented source document as bipartite graph and
sentences as a nodes. They used HITS #bgorior ranking the nodes in bipartite
graphs. For evalwuation, they used PLOS
consisted of 50 long articles and DUC 2002 dataset which consisted of short articles.
They used ROUGE evaluation metric for compgutine proposed method and human
judgements results. They applied two experiments, in the first experiment; they
compared results on PLOS Medicine with Lead Baseline, MMR, TextRank algorithms
and various combinations of the features with the proposed systeoh were
coherence, position or combination of coherence and position features. In the second
experiment, they compared results on DUC 2002 with Lead, TextRank, UniformLink

and the proposed system with the combination of Coherence and Position features.

Cao, et al.[91] developed a ranking framework for mediocument summarization.

The system used Recursive Neural Networks (R2N2) to rank sentences and learned
features were used for supporting hamafted features while ranking sentences. For
evaluation, they used DUC 2001, 2002 and 2004 data sets whislstcohnews
articles, and they used ROUGE evaluation metric for measuring the performance of
the proposed framework. They compared their system with three support machine
regression baseline methods, LexRank, Cluster HITS, Cluster CMRW and REGSUM.
They focused on applying R2N2 for quefgcused summarization, and evaluated

scores from parsing tree.

P.Li et al.[92] developed an umpervised multdocument summarization system

(ReaderAware Multi Document Summarization (RMDS)) which considered not
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only content of reports, but also reader comments while generating summaries.
Authors also consideretmproving linguistic quality via eatity rewriting. For
evaluation, they built their own dataset which contains 37 topics and each topic
contains 10 related news articles and at least 200 reader comments. They also used
DUC 2006 and DUC 2007 datasets and observed that proposed methodlsould
work well on common datasets. They used ROUGE metric for measuring the
performance, and compared their system with three summarization baselines, Lead
baseline and MEAD on their dataset. They also compared their system with DSDR
and MDSSparse on DUGIata set. According to the authors, the proposed system

could significantly outperform the comparison methods on both datasets.

Hong, Marcus and Nenko\ja3] developed a novel framework for muftocument
summarizabn. The proposed system was a supervised model for choosing among the
candidate summaries where, they aimed to identify important contents from different
perspectives, and used multiple set of features for that task. Authors focused on a
combination of peictical systems, for that reason, they combined summaries that were
generated by four unsupervised summarization systems which are ICSISumm,
GreedyKL, ProbSum and LLRSumm For evaluation, they used four DUC 2001
2004 and two TAC 2008 and 2009 datasetey used ROUGE evaluation metric for

comparing the basic systems, oracle systems and human generated summaries.

Krishnaveni and Balasundaraf@4] developed a feature based single document

automatic text summarizer which used local ranking and local scoring while
generatinghead wise summaries. They aimed to improve coherence thus improving
the intelligibility of the generated summary. For evaluation, they used Natural
Language Tool Kit (NLTK) to implement hdmg wise summarizerThey used

precision, recall and-feasure focomparingtheir system with other systems.

Manalu[95] observed the effect of the stop words on automatic review stigatian.

For that purpose, she generated summaries with and without stop words by using
TextRank model and compared the outputs. For evaluation, she used a stop word list
in English which was provided by NLTK library, and she used 50 reviews for her

experments comparing the summaries according to TextRank scores. According to
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the authordos experi ments, removing stop

summarization.

3.2 Studies in Turkish

Automatic text summarization in Turkish research began in<98t Oflazer and
KurufPP@eésudy. Of | aamredtodavalop &KROS tagger for Turkish
which was based on a ftgcaletwo-level specification of Turkish morphologywas

the basis study for future Text Summarization studies.
3.2.1Studies betweer2000 and 2010

T¢r, Hakrk aann d[970dkeVelapedeamodel whiaksed statistical language
processing methods to extract information from unrestricted Turkish text. They aimed
to present statistical solutions for extraction tasks for Turkish, because the language
models for English cannot be directly adapted to Turkisé to the agglutinative
nature of Turkish words and sentence structure. The proposed model used
morphological structure of the words to reduce the data sparseness problem and they
applied statistical methods using both lexical and morphological informatio
sentence segmentation, topic segmentation and name tagging tasks. For evaluation,
they used newspaper articles and usedeasure metric for calculating the accuracy

of proposed system.

Altan [98] developed a Turkish automatic text summarization system which was
executed on the Web through browsers. System had five main modules which were
Structural Analysis Module, Statistical Analysis Module, Linguistic Analysis Module,
Database Analysis Module and Summary Constitution Module. For evaluation, they
used 50 newspaper articles which are related to economics.

Kar akaya al[@9 propeseda framework, ARG, which integrated text
classification and text summarization techniques for extracting information from
documents. ARG was based on a 4plmse algorithm in which paragraphs were
classified according to the given topics and each topiawesnaticallysummarized
According to the author, ARG had seven steps; first of all, user determined subject

topics, then user split one or more article into their paragraphs and distributed them
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into topics, then each topic was indexed using paragrigtespther documents were
split into paragraphs and paragraphs were classified according to the given classes.
Lastly, each topic was summarized and summaries were compiled and outputted as a

report
3.2.2Studies betweer2010and 2018

Kut !l u, C &4gkle[100] deniskd aCgeneric text summarization method for
Turkish. They used surface level features such as term frequency, key phrase,
centrality, title similarity and sentence position for extracting the appropriate, less
redundant and highest ranking sentences from the original article. They developed one
of the first Turkish summarization systems which showed the centrality features
effectivenessand usage of key phrases in text summarization in Turkish. For
evaluation, they prepared two different data sets which consist of 220 newspaper
articles in total. They compared their outputs with manually generated summaries by

human evaluators using ROB&valuation metric.

Pembd101] devised a querpased and structu@eserving document summarization

for Web. Their system consisted of structural processing and summary extraction
stages. For evaluation, they compared their methods by calculating accuracy, recall,
precision and=measure. According to the authors, the obtained results showed the
proposed method provided significant improvement performance compared with the
stateof-a r t search engi ne, Googl e, and 0bse
performance improved when theieles structures were preserved compared to the

unstructured summaries.

¥zsoy, ¢i - ekl i[102]adewkloped | ap gerelrica extractive Turkish
summarization system which used two different LSA based summarization
algorithms, namely, Cross method and Topic method. For evaluation, they used two
different datasets which consisted of scientific articles in Turkish from several of
genres. They compared the extrdcgimmaries with human generated summaries
using ROUGE evaluation metric. According to the authors, Cross method was better
than the LSA approaches, and they also identified that the result of the cross method

was not affead by thedifferent input matet creation methods.
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G ¢ r BakarandB a y 103 developed and automatic Turkish text summarization
systemusing non-negative matrix factorization with several gme®cessing methods

such as stop words renad, stemming and a new approach, named Consecutive Words
Detection (CWD). CWD was developed to identify commonly used consecutive words

to behave | i ke a single word, for instan:
a single word that provides semanintegration between consecutive words. For
evaluation, they used 100 texts collected from online newspapetsised precision,

recall and Fmeasure metrics for measuring and comparing automatically generated
summaries with manually generated summawesording to the authors, the usage

of CWD provided better performance results in Turkish text summarization and they

also suggested that using this method in other languages might be useful.

Demir, EFKa h| out , | (L@ builethe dirst largegcale Turkish paraphrase
corpus, which aimed to help studies on future Turkish summarization research. They
collected 1270 paraphrase pairs from four different domains which were collected
from Turkish translations of a famous novEBlirkish subtitles from a foreign movie,
Turkish articles from a news website and multiple reference translations of a parallel

corpus.

G ¢ r [a0%] devised an extractive text summarization system which used LSA based
text summarization methods. They combined fifteen structural and semantic features
for sentence extraction. In order to evaluate the performance of the new scheme
method,they integrated their proposed weighting scheme into four different LSA
methods, and the result showed that using a new weighting scheme improved the
generated summaries. They used two Turkish datasets which consisted of 150
newspaper articles in total édrtiwo English datasets. They measured and compared
their firstthree datasets by calculatingnteasure score and used ROUGE evaluation
toolkit for the last English dataset. According to the authors, combining all features

gave better performance resultarifusing each feature individually.

Hat i dl04] deweloped a mobile text summarization system which used Turkish
Wikipedia articles for summarization. They employed Analytical hierarchical process

(AHP) algorithm for integrating scores of structural and semantic features todind th
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overall score of sentences. For evaluation, they measured and compared the
performance of the automatically generated summaries with the human generated
summaries with the help of precision and recall evaluation metrics. According to the
authors, proposksummarization method was a promising approach to generate a

coherent summary of Turkish Wikipedia articles.

Kaynar , | kK &k, G° r MBE07 compackd tlReegmaphr haseg text a n
summarization methods. Besides LexRank algorithm, they used TextRank algorithm
with four different similarity methods which were Cosine similarity, Jaccard similarity
Levensthein similarity and Longest Common Subsequence (Ic@Shods. For
evaluation, they used English and Turkish datasets on LexRank algorithm and five
different TextRank algorithms and compared their methods using ROUGE evaluation
metric. According to the experiments, authors claimed that LCS generated better
results than other methods on both English and Turkish datasets.

I n the same year, D e 110& devised aKnaukdachnoedta k a n

summarization system in Turkish. They collected newspaper articles via Real Simple
Syndication (RSS) dynamically from web pages and employed cosine similarity
method for clustering articles according toithepics. They used the LSA algorithm

for sentence scoring. For evaluation, they ueenl news domains which contained

20, 30, 20 and 36 documents, respectively. ROUGE evaluation metric were chosen for
measuring and comparing their system with manually generated summaries which
were summarized with the help of 15 human evaluators. Accordittigetauthors,
performance of the system decreased when they used long articles, and performance

increased when summarization rate was increased.

Thestudied on text summarizatiamne classified according to theiimmarization type

andmethodologyand show in Table 3.1
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Statistical- Graph- Discourse- Machme- .
based based based learning Hyb”d.
Techniques TechniquesTechniquesTechniquesbased. Technique;
Techniqueg
[5,7,8,9, 22
29, 30, 38, 49 [11, 34, 35, (4, 25, 26 [14, 20, 24,
Single 56, 57, 59, 60 36, 45, 47, 27’ 32’ 331 28, 39, 42,
Document 62, 73, 75, 82 52, 53, 54, |[12, 19, 31] 41’ 44’ 46’ 43, 48, 51,
Summarization 90, 97, 100, 64, 81,85 70’ 10’6] " |58, 61, 65,
102, 104, 116 93] ' 66, 110]
117]
Multi [10, 15, 23,
Document 40, 50, 57, 58 53?)782? . [94, 113] gf 96?[7, 975
Summarization 62, 76, 92, 95 ' T

Table 3.1 Classification dhe Literature Survey
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CHAPTER 4

DESIGN AND IMPLEMENTATION

4.1 Design

According tothe study in [2], extractive text summarization system which uses
statstical techniques follows thgteps shown in Figure 4vhich are also the steps
followed in this studyPreprocessing is the first step applied to the source document
which applieghe segmentation ahe sentences to the source docunterdivide the

text into sentences, rem®thestop words and punctuation marks, fthéroots of the

words (stemming), etd@.hen,to identifythemostimportant sentences frothesource
document some features are usedsdtieatures can be linguistic or statistical or
combination of bothAfterwards by usingthesefeaturescalculationsare performed

to obtain the scores ehch sentence. The summargenerated by selecting the highly
scored sentences according to the desired threshold while preserving the original order

of sentences ithesource document.

Source Documents Formation of summary

L F

Pre-processing Extraction of important sentences
Computation of features' scores I:':} Calculation of sentence score

Figure 4.1 Automatic extractive tesimmarization system by using statistical features

[2].
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The summarizatigrwhich isimplementedusing TFIDF and Hybrid systeniollows
similar phases detailed the previous paragrapfi:hepre-processingn both systers
includesthe same steps, and both systeaseTF-IDF feature to calculate sentence
weight The hybrid systeralso calculates sentence similarity weight and the ranks of

each sentence using PageRank algorithm.

In this section, the design of the developed systenetailed separatelfor both
implementations

4.1.1 TFIDF System

Upload .txt file

|

Segmentation of
sentences

v

Stemming

Pre-processing -

Removal of
stop-words

Generate Term
Computation of Frequency
Trer Generate Term
Weight
Calculation of Sentence { Sentence Weight
Score
Extraction of Sentence
Important Sentences Selection
Formation of Summary { Obtained
Summary
Summary

Figure 4.2 THDF Work-Flow
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Herein Figure 4.2, THDF module of theproposed system is represented it
major functionswhich are Preprocessing, Computation of TIBF, Calculation of

Sentence Score, Extraction of Important Sentences and Formation of Summary.

The System onl y aaitldsovhich are sanually chetkedardt 0
correctedby the developer of the system in an optimum way. After uploading a text

file to the system, prprocessing step begins immediately.

Preprocessing step conssof three stepswhich are Segmentation of sentences,
stemming ad removal of the stogvords. After the text filés uploadedo the system
segmentation of the sentences is done automatiadlbrethe textis dividedinto
sentenceswvhich are showin the preprocessing interface of the systeho decice

whethera graup of words areconsideredo beas ent enc e, Ai. mast ( dot
occurat the end of itFor examplethephrasei | | . D ¢ n yisconSiderecas 8vo
separatewosi n t he system which are fAll . D¢nyao
are doneaccording to that datdowever if it is writtenasii | 1 . D¢nyha Savatk
system considers @stwo separate sentences and divides thsii | || a.séntence

which consist of one wordh n d 7 B g n yag andthesentence which consist of

two words. hatis why before uploading the text file to the system, it is manually
checkedand the punctuation marks are fixedtHasegmentation of sentenaesdule

the calculations for the total number of words and sentences apedisoned After
completingthesegmentation processh e f Ze mb e r e ks@actated t on bec

The second speof preprocessing is stemming whighthe process of identifying the
roots of the words. The main aim of stemming is to reduce the ywehiish consist
of the same rooto makeaccurate calculations during summarizatimnorder to find
root of the word Zemberek (Natural Language Processing) Libfaty] is selected

whichis an open source, platform independent library and toolset for Turkish.

Stemming process of segmented fexdhown in a specific example Trable 4.1
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Table 4.1 Stemmingith Zemberek

Sentence .
Source Text After Stemming (Zemberek)
Number
Di pl omasi edi t ° nDiplomasi editor Patrick
i mzal é& makal ede, | Wintour i mza
15t endi kenin Tg¢grkiylyaka endi Ke
Rusya Il e bir gy°netim Ve r
neden ol abil ecejjant | aknedenofifade et
Kngil iz gazetes ' .
. . I'ngiliz gazet
Suriye'deki pol i S _
_ politika yedi
2nd s¢ren i - savack _
_ suriye mu h al €
uzun s¢reli de g .
A destek te¢rkiy
ol mayacaj] éné yaz

The main problem that was encountered in development was stemming the words
which only consist of upper cases and some words which have foreign origins. For
examplethesystemwasa bl e t o find the roots of word
could notstem the words which hateh e same meaning | i ke QA
studiesa synonym dictionary could be utilized to resolve this problem.

The last step othe pre-processings theremoval of the stop words. Stop words are
the words which have no effect in the document, they are not considered as important
words and removing them makes summarization more accufate nstance,
pronouns, prepositionspnjunctive etc. are céd stop word. According to the study

of [95], removing the stop wordsaspositive effects to the summarization process. In
this studytheremoval of the stop wordsperformeddy using a pralefined stop word

list, which contains 472 stop words in Turkish which are showApimendk A. [113].

Two main classeweredevelopedor this studyin order to remog stop words in the
proposed system. After comgting segmentation and stemming processes, firstly,
sentences are sent to the generateTerm() function for finding unique words in the
document and then discarding ineffectiwerds (stop words) from them. Each

sentence is shredded to its words and then eachigsioothvertedo their lowercase
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letters. Aftewards each of thavordsarecheckedagainst thestop word list and i&
match foundit is removed from the sentenc&sen, thesentencés recreated without

the stop words.

Removal of stop words shown in a specific example irable 4.2 In this example

the document conssdf two sentenceef 41 words and 31 of them are unigé@enong

these 41 words6 of them are effective words afigde of them are ineffective words.

The comparison of the unique words with stop word list shows that, 5 of them are in
the stop word list. The sentences that only contain effective words are prepared for

computation off F-IDF.

Table 4.2 Removal of Stop words.

Sentence Segmented and Stemmed
After Removal of Stop Words
Number Sentences

Diplomasi editor Patrick Wintou Diplomasi editor Patrick Wintou

s i mza makal e, t {i mza makal e, t
t¢r ki ye «kvarosyayebin|t ¢r ki ye Kam
ant | a knasgenolyifadpet. antl akma yap o
Il ngiliz gazete|Kngiliz gazet g

ond politikayediy €l s ¢re ijpolitika yél d
muhal ef et uzun |[suriye muhal e
ol yaz. destek vagr ki ye

The omputation of THDF step consists of two stepshich are Generate Term

Frequency and Generate Term Weight.

In Generate Term Frequendiie occurrence number of each word in each sentisnce
computed anthentheirmaximum ternfrequencyis determinedThe obtained results

areused inthe TF calculations.
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TheProcess of Generate Term Frequency shown in a specific exanablé4.3

Table 4.3 Generate Term Frequency

Words Frequency of Words Number of Words
diplomasi 1 1
t¢erkiyel3 4
suriye 2 3
rusya 2 3
amerika 1 1

The word Adi pl o maexon@ined im dne Seateamneer (freguercy of
words) and there is only one fAdi pHeomasi ¢
whol e document , aisidcludedie8 diffeemt senténteg and fouy e o
times which means there a2eiit ¢ r kilgeticen and the word 7
i r u sane emaudedn 2 different sentence3times. As a summaryhefrequency of

aword calculates the number of occurresnoé the word in the sentences and the

number of words is for calculatindpe word numberswhich are contaired in the

document.

In Generate Term Weight step, TF and IDF calculations are computd®FTiE a
statistical information retrieval algorithmwhich is used in automatic text
summarization process. The aim of this algorithm is totfiedmportance of the word
by assigning weights according to the formulas givelow. For each word, TF and
IDF scoresaredetermined respectively, and then TF and IDF resuéimultiplied to
deternine the weight of the selected word. Based on these weidigtsentences of
the source document get its own score and thehighly scored sentenceseused

in the summary according to the ftetermined threshold.

Term frequency (TF) calculates the frequency of a term (word) in a sentence by using

thefollowing formula.

Number of times term "\
aximum term frequency ¢

TF(wy (4.1)
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Forexamplel e t 6 s adosusnentwénich consists bd0sentencewherethe word
At ¢r ki yeo appe a first seatengab givert Homtalaulatinghe TE h e

value, the maximum frequency ifewor d i n the first senten
says it i s twhiohappear2@times :ithe segtence. TF is the ratio of
t he interested wmaxi munur ki ¢@ @we ntcoy twhoer d

calculationsareshown below.

8

Ter m Freqmed(c?yoveofO(4 (4.2)
20

Term Freqswef)ncy?eozofl( (1.3)

On the other handDF is the division othetotal number of sentences/documents to
the sentence number thadntainthe ternms of interest In this study, logarithms are
based on 2. The formuiarepresented below;

Tot al number of sen

= a 2.4
| Dw I(%I'Qlumber of sentences (24)

For given example above, the documentcostllds e nt enc e s arnkdi wenee w
appears in 20 different sentences, and th

So, he IDF calculationareshownbelow;

_ 100
| DRr kinde@b>y) 1265) = 2,32 (49
IDEurq"-chggll—oo)OI:gglo) = 3, 3:.(46)

Finally, TF and IDF valuesre multiplied to obtain THDF value of the interested

words. The final results for the words in the given example are shown below.

TFI DR ¢r ki Té& * | DF G, §3 4  (4.7)

TFI DBEur+y€®F * | DF3732 * (4.8)

The results show hat t he wor d wesiughty etBth éhragithyor et

document. These calculations aexformedfor each word in the documertnd then
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the obtained results are used ttoe next stepwhich is calculating the weight of each

sentence in the sow@ocument.

In calculation of sentence score step; thelDF weights of words are collected for
calculating the weights of each sentence aridaextraction of important sentence(s)
step, sentences are arranged from highest weight to lowest waiiirwards,
accordingto the predetermined threshold, these senterareselected fogenerated

summary.

Information ofthesummary stepgheproposed systemkeep he or i gi nal doc
sentence sequence and the extrastatenceswhich aregoing to be used ithe

summary arenserted imo the summary according to their original document sequence.

For instance, | et 6 s sBvasentenediwi 8iedi Band u me n t
after completing extraction of important sentences fromhigkest to lowest scored
sentence, the obtainedresdts5 > 2 > 4 > 1 thatprdeterhieetd 6 s c o
threshold is 20 % for this automatic text summarization procEssrefore the

generated summanyould include2 sentences fronthe original documentlf the

formation of the generated summasykept from highest to lowest sentences, the
summary mayoseits meaning, as a result, the formation of the summary step does

not concern the weight of sentendes ordering and itonly use the sequence of
sentences in the original document and arranges the obtained summaiy3ikélz

aim of this function igo rearrangethe generated summary according todhserof

the sentenceas thesource document.
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4.1.2 Hybrid System

Figure 4.3 presents the wdidw of the hybrid system which combine TBF with
PageRank to create summaries.

Upload .txt file

J

Segmentation of
sentences
)
Stemming
(Zemberek)
)

Removal of
stop-words

Pre-processing —

Generate Term
Computation of Frequency
TF-IDF
Generate Term
Weight
Calculation of Sentence Sentence Weight
Score
!
Calculation of Sentence Sentence

Weight Similarity Similarity Weight

Computation of

I e I e W e R s W

PageRank Sentence Rank
Extraction of Sentence
Important Sentences Selection
Formation of Summary Obtained
Summary
Summary

Figure 43 Hybrid Work-Flow

Hybrid system followshe same processeam the previous systemnwhich are Pre
processing, Computation of TIBF, Calculation of Sentenc8core, Extractiorof
Important Sentenceand Formation of SummaryThe main differencefrom the TF-

IDF systemare theadditional functions integrated to the system during automatic
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summarizabn, which are Calculation of Sentence Weight Similarity and Computation
of PageRanknodules

In this part of the systemhé obtained weight resultsom TF-IDF calculationsare
used inthe computation of cosine similaritfhe calculationof weight similarities
between sentencesbased orthe formulagivenbelow. Cosine similarityis awidely

used measure in Natural Language Processimgnitertssentences or documerts
a vector, anccomputes the cosine angle betwdbatwo sentencesr documents
Fromthis point of view, the relation betwednetwo vectords state asan angleFor

instancefor the relation between twalenticalvectors(sentencs), thecosine value
will becomeone becausecos 0is one Moreover for unrelated vectorgsentences)

namedhe orthogonalvector, thecosine value becomseerobecause co80 iszera

. S&b B W W i
COSI ne $ElSIbI—. o .1.:"
|STb Bbl El + 2 i+ 2 (49)
akB b k

Cosine similaritycalculationbased orsentenceectorsis shownin an examplebelow.

After completingthe pre-processing and FDF sentence weight calculations, the
weighted sentencemereceived by cosine similarity function. Here in #seample,

the sentencesimilarity based orthe word vectoris explained in detailSa and So
represenpre-processedentenced)N(Sa) andW(Sb) representvords of sentencesd

Wt containsthe whole wordsfrom Sa and Sb. Then,Va and W representhe vectors

of these twosentenceavherethe numbers inside of the brackats TF-IDF valuesof

the words Generally, The THDF weights of the words, sentences or documents are
different However to simplify the calculations, THDF weights of each wordre

considered as fbr this example[109]

Sa="fit¢, r k cumharriyetdeviet29 EKim1 92 3 ¢ €| kur

Sb=ftin halk cumhuriyetlek i m 194® vyel Kur

W(Sa) ¢ r{kii gumhluriyedf,devieb , fAek9 ano , A fiyBIRIG , 0

St

W(Sw) =i f dig | koomhurijed , fekliomo ,i fy 169 kUG ,
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Wt={ & r ki yienddha | Eicumhuriyéd ,devied , Alo, ARDPB23dGEKI
A1l9 4P alkurdi}

Va={(t¢ r k i )y(@mhurlyet 1), (devlet 1), (29, 1), (ekim, 1), (1923, 2, (y €1),
(kur, D}

Vb={(-in, 1), (halk, 1), (cumhuriyet 1), (1, 1), (ekim, 1),(1949 1),(y é1), (kur, 1}

Thevectorvalues of these two sentences slibesterm frequenciesf the sentences
in Wt. Every sentence in the documésthen compared with one another using the

cosine similaritymeasurewhichis presented below.
Sentence A: [1,®,1,1,0,1,1,1,0,1]1
Sentence B: [0,1,1,0,1,0,1,0,1,1]1

cosine si mid 22y Syb (,Sa € (4.10
rsaY 9%

Sa.Sb = [1, 0, O, 1, 1, 0, 1, 1, 1, O, 1, 1]
=[(1)(0)+(0)(1)+(0)(1)+(1)(1)+(1)(CO0)~+(0) (1)

=4

| | S alf+0%+ 0%+ 1%+ 12+ 0%+ 12+ 1%+ 1%+ 0%+ 12+12=2 . 8 3

| | S b4 1%+4%+ 12+ 0%+ 1%+ 0%+ 1%+ 0%+ 1%+ 12+1%2=2 . 8 3

|1sal| |[Sb]| = 8,01
Sa.Sb4 _
I 1saj B, phshi]

0,499 is the cosine similarity betwedhe given two sentencesThus it means the
similarity between thestwo sentencesccording to cosine similarity formuis 49.9
%.
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The next stepf the summarization ithe implementation ofG o 0 g IPag&Rank
algorithm PageRank algorithns alsoused forautomatic text summarizatipwhere
sentencesan be considered as the eqlew of web pages, and relatio(edges)
between these sentenaeeconsidered as the silarity between the sentencesere
in this part of the studythesummary is generated aftegilculatingthe rank ofevery
sentencen the documentt is anunsupervised algorithnthereforedoes not require

any training data. Kot is language independeiidaptable to any language.

S. Brin and L. Padedevised the equation shown belfd¥]. According to[35], G =

(V, E) whereG is thedirectedgraphthat consist of vertices and edge¥ represents

the set of vertices and E represents the set of edgekis the subset of V x Mn the
formula,PageRank(V;) represents the PageRankdf) vertex.fin (V,)0is theset of
vertices which pointto it, namguledecessa n d V,®uti s t he wheh of
points tothenamedsuccessoageRank combines the effects of bothMy) &nd Out

(Vj) nodelinks. Damping factoi(d) is the parametehatis setbetweerzeroandone

Generally,d is usuallyset to 0,85 anthis value is used in this thesis

PageRwnk (

PageRWmEKL-d+ d * oW | ( (4.1)

VNl vy

PageRank formula can be expantledover similaritiesasshown below110];

PageR K
PageR¥hk1l-d+ d * wj J @9 (4.12)
Vin Wi ij~0u Vi) Wk j

First, PageRank initializeranks of the sentencts 1. Then similarity calculationsare
performedbetween any two sentenceés.sentencas not compared with itselfThe
PageRanlalgorithm runs the iteration ten times Afterwards PageRank ordsrthe
sentencesaccording to the obtained ranR$1e formation of the summarization step is

thesame ashe TF-IDF implementation.
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4.2. Implementation

In this section, technical specificationsthe development process and the working
principles of automatic summarizatioith TF-IDF and Hybrid systemaredetailed.
Each modulewhich has beerlevelopedor thesummarization process are explained

step by step anshownin the followingsections

4.2.1 Technical Specification

The automatidurkish summarization systewasdevelogd using C# programming
languagen Visual Studio 2013 Integrated Development Environment (IDE) on the
.NET Framework 4.5. It is a Windows application ming on the 64 bit system
architecture on Windows 10 operating system. The hardware environmentathat w
used during development process was Intel Coré2® CPU with 2.50 GHZ
processor speed, 8192 MB RAM and 500 GB Hard disk space. The system requires

minimum 20 MB space in the hard disk.

4.2.2 TEIDF Summarization Process

The TFIDF module of thelevelopedystem consists dfireemajor modulesnamely
Preprocessing, THDF Summary and the Summarization Analysis. The- pre
processing module consistssik separate groupghich are File Operations, TIBDF
Implementation, Details of Uploaded Text,pldaded Text File, Sentences of
Uploaded Document and ZembereRoot of the Words shown in Figure 4.4 and
Figure 4.5. I n AFile Operationso group,
that can onlye atext fileisaccesset hr ough t kbé b8éel eannimBRdIl i s
the #AUploaded Text Fi ,lwhich arte sepdratedith ¢ha . The
punctuati on aredisaye mthéSieond e(n.c)ecs of Upl oade
grid and the total number of words and sentences of the target source text file are
displayed undethe iDet ai | sd eadf Tlxltada as shoften i n |
uploading the text file to the program Z e mb e r e s adivadied.tintoler to find

the roots of the Turkish words in the text file, Zembdrekd], which is a Turkish

Natural Language Processing (NLP) librasyused which is detaileoh the Design

section By usi ng 0 Zteensbuece dokumenbwhick poocessed and

recreated by the stemmedworslsli s pl ayed I nRbloe¢ ©Zembher &o
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text area. After the completion tife Zemberek proces§ T-FDF Summar yo bu
become active.

In the TF-IDF Implementation box, the percentage of the compression ratio of the
expected generated summayvrittenint h € rfie s h o | d .Byalickingont b o x
AT-FDF Summaryo button, the aut omiWFisc text
executedand tke output is displayed undéred T-FDF Summary Modul eo.

€3 THESIS - [TF-IDF Algeithm]

8 TFADF Summarization  PageRank with TFADF Summarization

Preprocessing TF-IDF Summary Summarization Analysis

File Operations Uploaded Text File Zemberek - Roots of the Words

Select File.

TFADF Implementation

Threshald - % [26

TF-IDF Summary

Sentences of Upioaded Document

Sentences

Details of Uploaded Text

Figure 4.4TF-IDF Module
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€) THESSS - [TF-1DF Algorithm]

# TF-IDF Summarization

PageRank with TF-ADF Summarization

Preprocessing TFDF Summary Summarization Analysis

File Operatians

Select File

Zemberek

Uploaded Text File
Suriy='den PKI/PYD'nin kantrolindeki belgelerden Torkiye'ye yonelik saldnlann ardindzn ABDye ait zihh araglar
ve 6zl kuwelleri sininn bazi noktalanna konusland. SDGnin ana omurgasi ABD'in da tardr brgatd olarak kabul
unye uzants: olustunuyor. PKK yur iginde ve sinr boyunda Turkiye'ye saldnlar o ABD
ankjl (Pantagon) Sozclst Albay Jeff Dawis, ginlik basin brfinginde, Tirkiyenin sinnna yakin ABD
zithllannn PYDIPKK unsurtanyla deviye gezip gezmedigine yanelik sorulan cevaplandirdi Davis, 56z konusy
iddiaya ikskin, “Suriye'mn kuzeyinin tamaminda ontaklanmiz olan Suriye Demoksatik Gucleri ile harekat eden ABD
askerleri var, sinr alanlan da bizim hareket alanlanmiza dshi” dedi Ancak Sazco, bunun, "PYDIPKK'nin
Tiirkiye'ya yénelik saldinlanna TSK min kargiik vermesini engellemek iizers yapiip yapimadigr™ sorusunu ise
gegistindi. Bu adsmin PYD/PKK'ya ginvence vermek (zere yaplan bir operasyon alup oimadignin sorulmass
uzerine Davis, “Tom taraflan ortak dagman olan ISID ile micadele stmeye cagnyoruz, bu cagnmiz SDG dahil

herkesedi, SDGin gimiik Rakka ve Tabka'ya odaklanmasi ve baska catismalara sGruklenmemesini stiyonuz *
diye cevap verdi. Daws, SDG'nin Irak sinnndan Manbic'e, oradan da Rakka'min kuzeyine kadar olan alan kontrol

Zemberek - Roots of the Words

Suriye PKIGPYD'nin kontrol bolge tirkiye yonelik sakdin art ABD'ye ait zih arag ve azel kuwet sinr baz: nokia
konuglan. SDG'nin ana omurga ABD'nin de terbr Brgit ol kabul el PKKnin sunye uzanli olug. PKK yur iginde ve
sinir boyun turkiye saldin dizenle. Abd sawnma bakan pentagan sazc albay Jeff Dans, gunkik basm briing
Tarkiye'nin smr yakin abd zwh PYD/PKK unsur devriye gez gez yonelik soru cevapla. Dawis. 562 konu iddia ilighon
“Suriye'nin kuzey tamam ostak ol suriye demokratik gug ile hareket ede abd asker var simir alan da biz hareket alan
dahil de. Ancak s0zca bu “PYD/PKK mn Tarkiye'ye yanalik saldin TSK'nin kargibk ver engalle uzere yap yap soru
ise gecis. Bu adim PYD/PKK'ya guvence ver Gzere yap bir operasyon ol ol sor 0zeri Davs, tom taraf onak dugman
ol 151D il miicadele st ¢agr bu cagn SDG dahil herkes SOGNIN simdi Rakica ve Tabka'ya odakla ve bagka catiy
sirlide iste diye cevap ver Dawis, SDG nin wrak simr Minbic'e, ora da Rakka'mn kuzey kadar ol alan kontrol et ve
abd asker de o alan onlar bifikte har aktar ancak Manbig'te yap gibs tel Abyad civar da bir tiir caydit ve
guvence ver operasyon dazenle duzenle yonelik saru ise yant bak. Sezcd Davs, tsk ile ilet ganlak ol devam et
soz ekle

ettfini ve ABD askerlerinin de o alanda onlarla birlikte hareket ettigini aklards, ancak Minbic'te yapiklan gibi Tel
Abyad civannda da "bir tur caydima ve givence verme operasyonu” diizenleyip dizenlemediklerine yanelik
sorulan ise yanitsiz buakti. Sozco Davs, TSK ile iletigimlerinin gnlak olarak devam eigini sazlering ekledi

TF-IDF Implementation

Threshold : % |25

TFADF Summary

Sentances of Uploaded Document

Sentences
» _Sunyeﬂan PKKIPYD'nin kontrolindeki bolgelerden Turkiye'ye yonelik saldinlann ardindan ABD'ye it zerhii araglar ve ozel kuwetleri sininn bazi noktalanna konuglands

2 SDGmn ana omurgasin ABDin de terdr 6rgutil olarak kabul ettigi PKKmin Sunye uzantist olusturuyar

3 PKK yurt iginde ve siir bayunda Trkiye'ye saldwlar dizenliyor

N ABD Sawunma Bakanii (Pentagon) Sazciisi Albay Jefl Davis, gunidk basn brfinginds, Tarkiys'nin siinna yakin ABD zrhilannin PYD/PKK unsurlanyla deviye gezip gezmedigine yanelik sorulan
Details of Uploaded Text cevaplandirdi

5 Daws, saz konusu iddiaya ligkin, “Sumye 'nin kuzeynin tamamnda ortaklanmiz olan Sunye Demokratik Guglen ile hareket eden ABD askerlen var, simir alanian da bizim hareket alanlanmiza dahi” dedi

[} Ancak Sozea, bunun, "PYDIPKK'nin Torkiye'ye yonelik saldinlanna TSK'nn kargik vermesini engellemek 0zere yapihp yaplmadi™ sorusunu ise gegigtindi
Total # of Sentence - 9 . Bu adimin PYD/PKK'ya givence vermek Gzere yapilan bir operasyon olup olmadiginin sorulmas: dzenine Davis, “Tim tarafian onak disman olan ISID ils micadsle stmeys caginyoruz, bu gagnmz SDG dahil
Total # of Words - 211 herkesedir, SDGin gimdilk Rakka ve Tabka'ya odaklanmasi ve bagka catigmalara strdklenmemesini istiyornz.” diye cevap verdi.

8 Dans, SDGnin iak sininindan Munbic'e, aradan da Rakkanin kuzeyine kadar olan alan kantrol ettigini ve ABD askerleninin de o alanda onlaria briikte hareke ettigini aktard; ancak Minbig'te yaptiklan gioi

Tal Abyad civaninda da “bi tor cayerma ve gavence verme operasyony’ duzenlsyp duzenlemedikisrine yonelik sonlan ise yantsiz birakt E

Figure 45 TF-IDF Preprocessing Module

Figure 4.5 shows the source documaenvtiich is ready for THDF summarization

according to the expected threshold. The source documents are manually controlled

and fixedarementioned irthe Evaluationchapter and this module is another control
mechanism for identifying grammar faults, misgsaof punctuation marks, letter

faults, theincorrectly separatedentences of the source documand the incorrect

roots of the wordsetc. This module also helps the evaluation process of the study, the
numbers of sentences whi@re selected by humanveluators fromthe source

document and the numbers of sentenedsch are generated liie automatic text

Up |l. Dhandthest Do c ur

numbers are written under the ideal summaries and machine gdraratmaries to

summarizer arpresentedin thei Sent ences of

help the creation processe shown iTable 5.2- 5.5 andalsoin Tablespresentedn
the Appendix
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Save

Figure 4.6TF-IDF Summary Module

The TRIDF Summary module consists ffrees e par at e gr oulpBE whi cl
Summaryo, Al nfor mat i ocarnv eA bSauassSvyimRigurey 0 a n
4.6 and Figure 4.7

Inthed T-FDF Summar y o t e xwhichiisxgeneratéddy tisesystia r y
shown which isthe output of THDF automatic summarization process according to
the compression rate (threshold). After processing Zemberek for stemming the words
and removing the stops words frahe source doement, the summarg generated.

After completing the pr@rocessing phase and summarization usinglDH-
algorithm, the summarig created by using the sentencetich are the exact same
sentences fronthe source document and these sentences are capiedth éDFA T F
Summar y o t endrdtloegourcatocumento eliminatethe ambiguity. For
exampl e, | etds consiimefd?senseoncasrandehe genecatedne n t
summary consisig of 4 sentencesyhich arethe ¥, 39, 5" and &' sentencesln
addition the sentence weight order of thesmtencesire §' > 39 > 15t > 6", The
generated summary contains ekagthe same sentences but evéthe 3" sentence

has the highest sentence weigtiie summangtill will be startwith the F' sentence
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and end with the'sentencgust as in tle source text. & a resultthe sentence order

of the summary is®li 37 5" and &' sentence for this example.

Sentence Count of Summary 3
Word Count of Summary ; 151
Stop Word Count of the Summary 33
Count of Effective Words - 304
Count of Ineffective Words : 78
Threshold 25%
Count of Words in Uploaded Text t 362
Count of Sentences in Uploaded Text : 13

Figure 4.7InformationaboutSummary Module

Here in Figure 4.7the detailed information abotlte summaryis presentedo the

user. The aim of this moduletis show numerical data about the generated summary.

I n this modaune,f i fentsaumomear yo di spl ays hec
summary consisto f ACHaNT odf Summaryo displays how
contairedin 't he s umma rGountoff Sttchpe VBaurmdmar y o di spl
of stop wordsincludedi n t he gener @uraf skBfmmaactyi vei W
displays the number of words in the source document wdmielused in TFIDF

cal cul @ountoofn sl,neff f ect i vtee nikber df stop wdrdssvpicha y s
the source document contains, AThreshol dc
sour ce d@oantonie nmo,r dis i n Up | thesdeud cTee xdtodc udriesr
wordcounta n €ouitofse nt ences i n Uploaded Text o di s

sentenceount
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By clickingthei S a budtan;the generated summary can be saved to any folder in
the file system. In order toreatemore readable summaries, the file type of the

summaryis saved to the systeasfi . doc o0 t ype.

) THESIS - [TF-IDF Algorithm]
& TFADF Summarization PageRank with TF-DF Summarization 5 x
Preprocessing TF-IDF Summary Summarization Analysis
Matnx
Frequenc »
Words ISemence  2Semence  3Semonce  4Semence  SSemence  GSemence  7Semence  8Semence  9Semence  of Wordsm Nt ol
s ords Weight
Weight Weight Weight Waight Weight Weight Weight Weight Weight
0 0 0 1098612 05493062 |0 0 05493062 0
abd 3 4 2197225
0 0 T 0 T TF 05 T 0 0 T 05 0
IOF :1.098612 |IDF -1.098612 | IDF -1.098612 | IDF -1.098612 |IDF :1.038612 |IDF :1.098612 |IOF 1.098612 IDF :1.098612  IDF -1.098612
Waight Weight Weight Waeight Waight Weight Weight Weight Weight
) o o 1.098612 0 ) 0 0 0
sawnma 1 1 1098612
TF 0 T 0 T 0 F 05 TF 0 TF 0 T 0 0 TF 0
IDF 2197225 |IDF 2197225 |IDF 2197225 |IDF 2197225 |IDF 2197225 |IDF 2197225 |IOF 2197225 IDF 2197225 IDF :2.197225
Weight Weight Weight Weight Weight Weight Weight Weight Weight
0 0 0 1.098612 0 0 0 0 0
bakan 1 | 1098612
TF 0 TF 0 TF 0 0
IOF 2197225 |IDF 2197225 IDF 2197225 |IDF 2197225 |IDF 2197225 |IDF 2197225 |IOF 2.197225 DF 2197225 | IDF 2197225
Weight Werght Weight Weight Weight Weight Weight Weight Weight
0 o 0 1098612 0 0 ) 0 0
pentagon 1 1 1098612
0 0 0 05 TF 0 0 0 ) 0
IOF 2197225 |IDF :2.197225 IDF 2197225 |IOF 2197225 |IDF 2197225 |IOF 2197225 |IOF 2.197225 IOF 2197226 IDF 2197225
Weight Weight Weight Weight Weight Weight Weight Weight Waight
0 0 0 0.5493062 0 0.5493062 0 0 1.098612
sozco 3 3 2197225 s
List of Stop Words TF-IDF Weights of Sentences
acaba acep adamakll adeta ait altmi alti ama amma anca ancak arada artik asinda aynen aynca az agiksa agiksasi bana bari A Sentence Weight A
bazen bazi bagkasi bagka belki ben benden beni benim beri beriki bes bicmie bile bin binaen binaenaleyh bir biraz birazdan - > o
birbir birden birdenbire biri birice biiler birisi birkag birkagi birlkte bircok birgogu biteviye bittabi biz bizatihi bizce bizcileyin bizden | | I’;Vg::“:":;'z' ::i?éx i sa;‘“"‘\:‘l‘(:::;’":;;‘“ 27883194
bize bizi bizim bizimk: bizzat boguna bu buna bunda bundan buniar bunian bunlann bunu bunun burada buradan burast boyle 4
boylece boylecene boylelikle boylemesine boylesine busbitn bitdn camlesi da daha dahi dahi dahilen daima dair dayanarak de SDG'nin ana omurga ABD'nin de teror orgit of kabul et 237764282
defa dek demin demincek deminden denli derakap derhal derken dedil degin diye diger digen doksan dokuz dolay! dolayisiyla PKKinin suriye uzant olug
dofru dont edecek eden ederek edilecek ediiyor edilmesi ediyor elbat elbette elli en enikonu epey epeyce epeyi esasen PKK yurt iinde ve sinir boyun turkiye saldn duzenle. 134834518
esnasinda etmesi etrafl etrafica atti ettigi ettgini eviewyete ewel ewela ewelce awelden ewelemirde eweli eder eger fakat fianca Abd smunma bakan pentagon s0zcd albay Jeff Davis.
gah gayet gayetle gayn gayn gelgelelim gene gerek gersi gegende gegenlerde gibi gibierden gibisinden gore grla hakeza halbuki itk basim brfing Turkiye'nin simsr yakon abd 21 211737366
halen halihazirda haliyle handiyse hangi hangisi hani hari hasebeyle hasil hatta hele hem hendz hep hepsi her herhangi herkes PYD/PKK unsur dewriye gez gez yonelik soru cevapla
herkesin hic higbir higbiri hog hulasaten iken iki ila ile ilen iigii ik illa dlaki inen ise ister itibaren itibariyle itibanyla iyi iyice iyicene Dawis, 50z konu iddia iligkin “Suriye'nin kuzey tamam ortak
icin is iste kadar kaffesi kah kala kanimca karsin katrilyon kaynak kagi kelli kendi kendilerine kendini kendisi kendisine kendssini of suriye demokralik uc Hle hareket ede abd asker var s | 16,6868
kere kez keza kezalik kegke ki kim kimden kime kimi kimisi kimse kimsecik kimsecikler killiyen kirk kisaca kurk kisaca lakin alan da bz hareket aian dahi de
litfen madem mademka mamafih mebni meger megerki megerse milyar milyon mu mi mi e nasil nasilsa nazaran nagi ne neden E " .
nedeniyl nederle nedense nerde nerden nedese nere nerede nereden neredeyse neres nefye feye neyineyse ice nhayet ArcaK 10251 b TYOIIOCHe Tl Ye yioalk it | sosua
mihayetinde nitekim niye nigin o olan olarak oldu olduklann olduka oldudu oldugunu olmads olmadig: olmak olmasi olmayan
oimaz olsa olsun olup olur olursa oluyor on ona onca onculayi onda ondan onlar onlardan onlan onlann onu onun oracik oracikta Bl adam PYOIPKK'ya givince wr izare y3igt bit oparasyon
orada oradan oranca oranla oraya otuz oysa oysaki pek pekala peki pakce payderpay ragmen sadece sahi sahiden sana sanki of ol sor 0zeri Danis, tam taraf ortak dugman ol ISIO ile
sekiz seksen sen senden seni senin siz sizden sizi sizin sonra sonradan sonralan sonunda tabii tam tamam tamamen tamameyla micadele et cagw bu cagn SOG dahil herkes SDGhin simdi 17.70763
v Rakka ve Tabka'va odakla ve baska catis surdide iste dve v

Figure 48 TF-IDF Summarization Analysis Module

The Summarization Analysis module consiststloee separate groups which are

AMatri xo, ALi st of DBt WWei bt dsadshav®é& nd & R C e

Figures 4.8, 4.9 and 410.

The detailed calculations and results which are obtained during automatic text
summarization process for the-TBF summarization and the list of stop waraich

are used duringhe summarization pross are presented in Figure 4®he main
purpose of this module is to provide numerical view of the summary to thanger
provide an intelligible fornof the calculations and results obtained dutivgTF-IDF

automatic summarization process.
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Words

abd

savunma

bakan

pentagon

In Figure 49, the resultswhich areobtainedafter TRIDF summarization are shown

in a matrix. The aim of this data tabléedisplaythe TF, IDF and THDF calculations

for every word in the sentenceswhich are obtained duringhe automatic
summarization process and atlisplaythe frequency of the words in the document,
the Number of Words in the documents and Total Weight of the words in the
documentBy examining this data table, users can identify the most important word(s)

in the source document according to the obtained weighiish arethe words used

1.Sentence

Weight:
0

TF:0

IDF :1.098612
Weight:

0

IDF :2.197225
Weight:
0

TF0
IDF :2.197225
Weight:

0

TF 0
IDF -2.197225

2.Sentence

Weight-
0

TF:0

IDF :1.098612
Weight:

0

IDF :2.187225
Weight:
0

TF:0
IDF :2.197225
Weight:

0

IDF -2 197225

3.Sentence

Weight-
0

TF 0

IDF :1.098612
Weight:

0

TF 0

IDF :2.197225
Weight:

0

TF0
IDF :2.197225
Weight-

0

TR0
IDF -2.197225

4.Sentence

Weight:
1.098612

TF A

IDF :1.098612
Weight:
1.098612

TF:0.5

IDF :2.197225
Weight:
1.098612

TF 05
IDF :2.197225
Weight:
1.098612

TF 0.6
IDF -2 197225

§.Sentence

Weight-
0.5493062

TF:0.5

IDF :1.098612
Weight:

0

IDF :2.197225
Weight:
I

TF0

IDF :2.197225
Weight-

0

IDF 2 197225

6.Sentence

Weight:
0

TF:0

IDF :1.098612
Weight:

0

TF:0

IDF :2.197225
Weight:

0

TF 0
IDF :2.197225
Weight:

0

TR0
IDF -2.197225

7.Sentence

Weight-
0

TF:0

IDF :1.098612
Weight:

0

TF:0

IDF :2.197225
Weight:

0

TF:0
IDF :2.197225
Weight:

0

F
IDF -2 197225

8.Sentence

Weight-
0.5493062

TF:0.5

IDF :1.098612
Weight:

0

IDF :2.197225
Weight:
o

TF0
IDF :2.197225
Weight-

0

IDF 2 187225

Figure 49 TF-IDF Matrix

in the TRIDF calculations.

Sentence
Suriye PKK/PYD'nin kontrol bélge tirkiye yénelik saldin art

ABD'ye ait zirh arag ve dzel kuwet simir bazi nokta konusglan.

S0Gnin ana omurga ABD'nin de terdr drgit ol kabul et
PR nin suriye uzant olug.

PEK yurt igcinde ve simir boyun tirkiyve saldin dizenle.

Abd savunma bakan pentagon sézcl albay Jeff Davis,

ginlik basin brifing Tirkiye'nin simir yakin abd zirh

PYD/PKK unsur devriye gez gez yinelik soru cevapla.

Davis, sz konu iddia iligkin “Suriye'nin kuzey tamam ortak
ol suriye demokratik giic ile hareket ede abd asker var sinir
alan da biz hareket alan dahil de.
Ancak sézci bu "PYD/PKK min Tirkiye'ye yonelik saldin
TSK'min karsihk ver engelle (izere yap yap soru ise gegis.

Bu adim PYD/PKK'ya glvence ver (izere yapl bir operasyon

ol ol sor Gizeri Davis, tim taraf ortak diigman ol ISID ile

micadele et cadir bu cagn SDG dahil herkes SDG'nin gimdi
Rakka ve Tabka'va odakla ve baska catis sirikle iste diye

9.Sentence

Weight:
0

TF:0

IDF :1.098612
Weight:

0

IDF :2.197225
Weight:
0

TF0
IDF :2.197225
Weight:

0

TF 0
IDF -2.197225

Weight

Frequency

of Words in U\;'D’:db:' of
the Text
3 4

27.883194

23.7764282

13.4834518

211737366

1566689

106984406

1770763

Figure 410 TF-IDF Weights of Sentences
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Total
Weight

2197225

1.098612

1.098612

1.098612



Here in Figure 4.0, the numerical results of TIDF calculationsareshown for each
sentence in the source document. The total weight of each seatecatulated by

using the words that are used in its connected sentence. For exarfplalilate a

tot al sentence weight for t hedesetndre®nrc e® rfi
ol kabul et PKKonén s ur iIDFegesuliszoétheg vordso | u K . «
cal cul ated and displayed in the data tat

omurga (2.197225) + abdénin (2.19+#c225) +
(2.351146) + kabul (2.197225) + et (2.7
(2.746531) + wuzante (237I1694ZB225) + ol uk (2.

4.2.3 Hybrid Summarization Process

The hybrid module of the proposed system consisfisusimajor moduleswhich are
Preprocessing, Hybrid Summary, Summarization Analysis and Graphical
Representationas shown in Figure 4.11. The pprocessing module consists of

similar groupswhich are presented in Figure 4tHe only difference ithatthe Hybrid

Implement ati on group contains fAHybheWeaghtSummar
Similarity, TFIDF method and PageRank calculatioetc. duringthe summary
implementation. The prprocessing of hybrid summarization followse same pre

processing stepsvhich are examined und@mF-IDF Summarization ProcedsFile

Operations, Details of Uploaded Text, Uploaded Text File, Sentences of Uploaded
Document and ZemberdkRoots of the Wordsnodules perform theame taskas

TF-IDF Summarization.
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Figure 411 Hybrid Module

In the Hybrid Implementation box, the percentage of the compression ratio of the
expected summaris writteni n t lhree sihTo|l d .%oi ctkeixntgo oxn A Hy
Summaryo button, the automatic texmt summ
is executedandthen Hy b r i d S u mnisplaysthe bubpdtu | e

Figure 412 Hybrid Summary Module
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