
 

 

 

 

EXTRACTIVE TEXT SUMMARIZATION FOR TURKISH  

USING TF-IDF AND PAGERANK ALGORITHMS 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

EMRE AK¦LKER 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FEBRUARY 2019

  E
M

R
E
 A
K
¦
L
K
E
R

                                                                                        
A

T
IL

IM
 U

N
IV

E
R

S
IT

Y
       2

0
1
9 



EXTRACTIVE TEXT SUMMARIZATION FOR TURKISH  

USING TF-IDF AND PAGERANK ALGORITHMS 

 

 

 

 

A THESIS SUBMITTED TO 

THE GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES 

OF 

ATILIM UNIVERSITY  

 

 

BY 

 

 

EMRE AK¦LKER 

 

IN PARTIAL FULFILLMENT OF THE REQUIREMENTS  

FOR  

THE DEGREE OF MASTER OF SCIENCE OF PHILOSOPHY 

IN 

THE DEPARTMENT OF COMPUTER ENGINEERING 

 

 

 

 

FEBRUARY 2019



Approval of the Graduate School of Natural and Applied Sciences, Atilim University. 

 

 

 

Prof.Dr. Ali KARA 

        Director 

 

 

I certify that this thesis satisfies all the requirements as a thesis for the degree of 

Master of Science in Computer Engineering, Atilim University . 

 

 

 

              Prof.Dr.Ķbrahim AKMAN 

Head of Department 

 

 

This is to certify that we have read the thesis Extractive Text Summarization for 

Turkish using TF-IDF and PageRank Algorithms submitted by Emre AK¦LKER and 

that in our opinion it is fully adequate, in scope and quality, as a thesis for the degree 

of Master of Science. 

 

 

 

          Asst. Prof. ¢iĵdem TURHAN 

                Supervisor 

 

 

Examining Committee Members:  

 

Asst. Prof. ¢iĵdem TURHAN  

Software Department, Atilim University 
 

Assoc. Prof. Murat KOYUNCU 

Information System Engineering, Atilim University 
 

Asst. Prof. Bilge SAY   

Software Department, Atilim University 
 

Asst. Prof. Erol ¥Z¢ELĶK   

Department of Psychology, ¢ankaya University 
 

Asst. Prof. Serhat PEKER   

Software Department, Atilim University 

 

Date: 01.02.2019  



iii  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

I hereby declare that all information in this document has been obtained and presented 

in accordance with academic rules and ethical conduct. I also declare that, as required 

by these rules and conduct, I have fully cited and referenced all material and results 

that are not original to this work. 

 

 

 

      Name, Last Name : Emre AK¦LKER 

  

 

  Signature : 

 

 

 

 

 

 

 

  



iv 
 

ABSTRACT 

 

 

EXTRACTIVE TEXT SUMMARIZATION FOR TURKISH  

USING TF-IDF AND PAGERANK ALGORITHM S 

Ak¿lker, Emre 

M.S., Computer Engineering Department 

Supervisor: Asst.Prof.Dr. ¢iĵdem Turhan 

February 2019, 114 pages 

 

The improvements on the information technologies and the Internet infrastructure have 

enabled the users to reach information in an easier and faster manner. However, 

another consequence of the improvements is the information overload. To reach the 

required information about a specific topic has become more difficult day by day. 

Automatic text summarization helps to solve the problem by minimizing the document 

size while keeping its core information required by the user.  

This thesis presents an extractive single document automatic text summarization 

system for Turkish, which implements the statistical-based TF-IDF algorithm as well 

as a hybrid approach which is a combination of TF-IDF with the graph-based 

PageRank algorithm. The study aims to reveal the usability and the effectiveness of 

these algorithms for Turkish documents. Moreover, TF-IDF and TF-IDF with 

PageRank (Hybrid) systems have been evaluated and compared with each other using 

the co-selection evaluation techniques precision, recall and F-score. 

Keywords: Text Summarization in Turkish, TF-IDF, PageRank, Co-Selection 

Evaluation.  
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¥Z 

 

 

TF-IDF VE PAGERANK ALGORĶTMALARI KULLANILARAK T¦RK¢E 

Ķ¢ĶN TEXT ¥ZETLEME 

Ak¿lker, Emre 

Y¿ksek Lisans, Bilgisayar M¿hendisliĵi Bºl¿m¿ 

Tez Yºneticisi: Asst.Prof.Dr. ¢iĵdem Turhan 

ķubat 2019, 114 sayfa 

 

Bilgi teknolojileri ve Ķnternet altyapēsēnēn geliĸmesi ile birlikte kullanēcēlarēn bilgiye 

ulaĸmasē ­ok daha hēzlē ve basit bir hale gelmiĸtir. Ancak, bu geliĸmelerin bir baĸka 

sonucu da bilgi fazlalēĵēna neden olmasē ve bunun sonucu olarak istenilen baĸlēk 

altēndaki bilgiye ulaĸmanēn g¿n be g¿n daha da zor bir hale gelmesidir. Otomatik 

Dok¿man ¥zetleme ile birlikte dok¿manlarēn i­erisindeki ana bilginin korunmasē 

saĵlanarak kullanēcēya istediĵi bilgiyi saĵlamasēna yardēm edilmektedir.  

Bu tez, istatistiksel tabanlē TF-IDF algoritmasē ve TF-IDF ile grafik tabanlē PageRank 

algoritmasēnēn birleĸimi ile geliĸtirilen tekli otomatik dok¿man ºzetleme sisteminin 

sunumunu kapsar. Bu ­alēĸma kullanēlan algoritmalarēn T¿rk­e i­in uygulanabilirliĵi 

ve etkisinin ortaya ­ēkarēmēnēn gºsterimini ama­lamaktadēr.  Ayrēca birbirinden ayrē 

olarak geliĸtirilen TF-IDF ve TF-IDF ile PageRank (hibrid) uygulamalarē birbirleri ile 

kesinlik, hassasiyet ve F-puanē olarak karĸēlaĸtērēlmēĸtēr. 

Anahtar Kelimeler: T¿rk­e Dok¿man ¥zetleme, TF-IDF, PageRank, Eĸ Secim 

Deĵerlendirilmesi. 
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CHAPTER 1 

 

INTRODUCTION  

 

1.1 Scope of the Thesis 

In recent years, the improvements on Internet technologies and infrastructure have 

caused information overload on the World Wide Web. To reach the required 

information has become more difficult and it has made automatic text summarization 

crucially important. This requirement has encouraged people to find the most 

appropriate algorithms and methods to generate the most accurate summaries, 

therefore a vast amount of research has been conducted through time to devise the 

most appropriate algorithm. However, the literature survey conducted in the thesis has 

revealed that there have not been enough studies conducted to date for Turkish, and 

without testing the devised algorithms, one cannot be sure that these algorithms are 

suitable for Turkish even if they are language independent. From this starting point, 

conducting a comprehensive literature survey for both foreign and Turkish languages 

will help researchers to find appropriate method(s) for proceeding research in Turkish.  

To summarize, the most important objectives of the study are to conduct a 

comprehensive literature survey in text summarization for Turkish and develop an 

extractive automatic text summarization system for Turkish using the TF-IDF 

algorithm and a combination of TF-IDF with PageRank algorithm.  The system 

includes two different extractive summarization methods, namely a statistical-based 

algorithm and a graph-based algorithm. The main purpose behind choosing two 

methods is to observe the possible effects of summarization algorithms on Turkish. 
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1.2 Statement of the Problem and Research Questions 

The most important issues to be answered in this thesis are whether extractive 

summarization methods such as the statistical-based algorithm (TF-IDF) and/or graph-

based algorithm (Googleôs PageRank) can be used in automatic text summarization 

for Turkish written documents. For this purpose, two separate modules have been 

developed where the first module generates the summary using statistical-based TF-

IDF algorithm and the second module generates the summary using the combination 

of TF-IDF with Googleôs PageRank algorithm, which is named the Hybrid system in 

this thesis. In order to test the system, both the TF-IDF and the Hybrid system are 

compared with the Human generated summaries using a well-known co-selection 

intrinsic evaluation metric. The accuracy of the obtained results according to the 

different thresholds are analysed with popular co-selection evaluation techniques 

(precision, recall and F-score) proving the success of the system for Turkish. In 

addition, combining the TF-IDF algorithm with PageRank algorithm may improve the 

accuracy of the generated summary. As such, the aim of this thesis is to find answers 

to the following research questions. 

Research Question 1: Can TF-IDF algorithm be used for Turkish Text 

Summarization? 

Research Question 2: Can combining PageRank algorithm with TF-IDF 

improve the accuracy of Turkish Text Summarization? 

1.3 Outline of the Thesis 

 

The thesis is organized as follows: in Chapter 1, the motivation behind this study is 

described and the scope of the thesis is determined according to the described 

motivation. Detailed outline is described by the structure of the thesis that is prepared 

within the specified scope.  

 

In Chapter 2, necessary information about automatic text summarization is outlined in 

detail. This chapter also explains the existing types of automatic text summarization 

and evaluation methodologies briefly. 
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Chapter 3 presents a comprehensive review of the existing research and related work 

on text summarization in both foreign and Turkish languages.  

 

Chapter 4 covers the design and implementation of the proposed system. In the design 

section, technical specifications, software methods, functions, libraries and the third 

party tools are explained in detail for both TF-IDF and Hybrid module. Also In 

addition, the TF-IDF and PageRank algorithm are described in detail. In the 

implementation section, the working principles of the proposed system are explained 

with real life examples. 

Also in Chapter 4, the technical specifications that were used during the development 

process and the working principles of the automatic summarization in the application 

for both TF-IDF and Hybrid system are detailed. Implementation section can be seen 

as a user manual of the developed system. Each module, which has been developed 

and used during the summarization process are explained step by step and presented 

with the help of various figures. 

Chapter 5 presents the prepared data corpus and the detailed explanation of the 

precision, recall and F-score metrics that are utilized in the evaluation phase of the 

thesis. Also in this chapter, the obtained evaluation results of the experiments are 

explained and outputs of the experiments are discussed at the end of the chapter. 

 

The concluding remarks of the thesis are presented in Chapter 6. This section consists 

of the conclusion, limitations and further research.
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CHAPTER 2 

 

TEXT  SUMMARIZATION  

 

2.1 Text Summarization 

The aim of the text summarization is to shorten a document including the important 

points of the original document. It helps to minimize the document size while keeping 

its content. 

In todayôs world, due to the huge amount of available information, text summarization 

has become an important issue. It is very time consuming and difficult to summarize 

large amount of documents manually. Moreover, fast-growing information world, 

increasing numbers of internet usage and fast developments in e-government systems 

creates a need for text summarization systems. On the Internet, there are huge amounts 

of documents published on a variety of topics every day. To find a relevant document 

about a specific topic is a challenging issue for users. Users need to spend a significant 

amount of time for figuring out the main idea of documents, and important documents 

may be overlooked. With the help of automatic text summarization systems, 

documents can compress information about a given topic in shortened length and 

readable summaries. By extracting significant sentences and creating summaries, users 

can easily understand whether a document is worth reading. 

Furthermore, it is not easy to understand the document because of the language barrier. 

For the users whose native language is not same as the documentôs language. In such 

situations, text summarization systems help to facilitate with the chosen language and 

help users to gather information about documentôs topic [1]. 
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2.2 Types of Text Summarization 

Automatic Text Summarization process can be classified into various categories based 

on different factors. These factors include number of documents used, required output, 

purpose or content, availability of training data, language, etc. The following sections 

and categories describe the different factors of text summarization. 

2.2.1 Extractive and Abstractive Summarization 

In extractive summarization, the summary contains the exact words, phrases or 

sentences that are taken from the source document. The aim of this summarization 

technique is choosing the most relevant word(s), sentence(s) or phrase(s) to generate 

the summary. Extractive methods are easier to implement than abstractive methods, 

because semantic relations between sentences are not considered. Statistical features 

are used in extractive summarization for assigning scores to the words, phrases or 

sentences, and the highly scored (important) sentences or keywords are selected by 

automatic text summarizer from source document to generate the summary according 

to the defined compression rate [2].  

 On the other hand, abstractive summaries contain different words, phrases or 

sentences than source document. The aim of this method is select important ideas or 

concepts from the source document while retaining its meaning. First, linguistic 

approaches are used to understand the source document and then the system creates 

the summary by using fewer words. The generated summaries are more accurate than 

extractive summaries but developing an abstractive summarization systems is more 

complex than extractive summarization systems because of the required NLP tasks [2]. 

The extractive and abstractive summarization methods are described in detail in 

following sections.  

2.2.2 Single and Multi-Document Summarization 

In single document summarization, summary is generated from a single document, 

whereas in multi-document summarization, summary is generated from multiple 
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documents, which should be about same topic. Here, the system can accept multiple 

source documents as an input [2]. 

2.2.3 Generic and Query-Focused Summarization 

In generic summarization, subject of the source document and user of the system do 

not affect the generated summary. Any type of user can use the system and output of 

the summarization system does not depend on the content of the source document. The 

view of the source documentôs author is kept in the summary and as a result, general 

information about source document is presented. 

Topic-focused or user-focused summaries are the other names used for query-focused 

summaries in literature. In query-focused summarization, the generated summary 

contains query-related data and the system only extracts the specific information that 

is determined by the user(s) of the system. Thus, the generated summary depends on 

the userôs requirements [2]. 

2.2.4 Supervised and Unsupervised Summarization 

In unsupervised summarization, the summarization systems do not require any training 

data. Unsupervised systems generally use clustering techniques to prepare the 

sentences for the summary. 

In supervised summarization, the summarization systems need a huge amount of 

training data to extract important information from the source documents. Developers 

often use Support Vector Machine (SVM), neural network classification, Naµve Bayes 

Classification, Mathematical Regression, Decision tree methods to classify sentences 

[2]. 

2.2.5 Mono-Lingual, Multi -Lingual and Cross-Lingual Summarization 

In Mono-lingual summarization, source document and the generated summary have to 

be in the same language.  
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However, in Multi-lingual summarization, source documents can be from multiple 

languages such as Turkish, English, German, Japanese and the summary has to be 

generated by taking into account the various features of different languages. 

In Cross-lingual summarization, source document and the generated summary are in 

different languages. For instance, a Turkish source document can be summarized in 

Japanese or any other language except Turkish [2]. 

2.2.6 Indicative and Informative Summarization 

In Indicative summarization, summary is concerned with the main idea of the source 

document, and the reader can understand the content of the document after reading the 

summary. It aims to give a quick review about the source document and the user can 

decide whether the document is worth reading. Detailed information about the source 

document is not provided in the summary. 

However, in Informative summarization, the summary contains the coverage of the 

source documentôs topics, and provides detailed information about the source 

document in a brief form. With this technique, users cannot quickly go over the 

generated summary [2]. 

2.3 Evaluation Measures 

In this section, the evaluation measures in the field of automatic text summarization 

are introduced. There are two main techniques for determining the performance and 

quality of the devised document summarization approach or system; intrinsic and the 

extrinsic evaluations which are presented in Figure 2.1. 
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Figure 2.1 Evaluation Measures Taxonomy [3] 

2.3.1 Intrinsic Evaluation 

Intrinsic evaluation is based on the comparison of human generated summary (ideal 

summary) with machine-generated summary. It is divided into two important 

categories; Text Quality and Content Evaluation.  

2.3.1.1 Text Quality Evaluation 

In text quality evaluation, linguistic aspects of the summary are important, and the 

summary of document is analysed by expert human evaluators grammatically 

(evaluators check the document and search for punctuation errors, incorrect words or 

non-textual items, etc.), non-redundancy (document check for redundant information), 

referential clarity (nouns and pronouns should easily understood by readers in the 

summary), and structure and coherence. In this type of evaluation, experiments cannot 

be done automatically. In the experiments, human evaluators generally assign five-

point scale numbers (i.e., from 1 to 5) or letters from alphabet (i.e., from A to E) during 

the determination process on the quality of generated summary.  

2.3.1.2 Content Evaluation  

Content evaluation consists of co-selection and content-based measures. 
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2.3.1.2.1 Co-Selection  

Co-selection measure focuses on the suitable sentences, which are contained in the 

generated summary, measuring the quality of the summary from the data retrieved 

from the sentences of the document. It measures the quality of the summary using 

Precision, Recall and F-score or Relative Utility metrics.  

2.3.1.2.1.1 Precision, Recall and F-score 

In this study, Precision Recall and F-score metrics are explained in detail in the 

Evaluation Section.  

2.3.1.2.1.2 Relative Utility 

In Relative Utility, each sentence in the source document is assigned a score (i.e., from 

0 to 5) by human evaluators. Scores are given to the sentences based on the human 

evaluatorsô decision and the sentences are sorted from high to low score. Finally, the 

highly scored sentences are considered to be suitable for the summary.  

2.3.1.2.2 Content-based 

Content-based measure, focuses on the comparison of the words in a sentence instead 

of the sentences. It calculates the quality of a text summarization approach using 

Cosine Similarity, Unit Overlap, Longest Common Subsequence, N-gram Matching 

(ROUGE), Pyramids and LSA-based Measures. 

2.3.1.2.2.1 Cosine Similarity  

Cosine similarity is used for measuring the similarity between two documents on the 

vector space. The calculation of cosine similarity finds the cosine angle between two 

documents by calculating their cosine similarity score, and these scores reveal the 

relations between them. In the below formula, A represents the machine-generated 

summary and B represents its source document. 
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cosine similarity (A, B) = 

A.B

||A|| ||B||
=

В Ai
n
i=1x Bi

В Ai
2n

i=1xВ Bi
2n

i=1

 
(2.4) 

2.3.1.2.2.2 Unit Overlap 

Unit overlap is used for similarity calculation based on the formula given below. ñAò 

represents word or title group in the sentence and ||A|| represents the size of group X. 

 
unit overlap A, B= 

|| A ž B ||

|| A ||+ || B || -  || A ž B ||
 (2.5) 

2.3.1.2.2.3 Longest Common Subsequence 

The aim of the longest common subsequence is to find the longest common substring 

(LCS) between A and B sentences. In the formula given below, ñAò and ñBò represents 

the sequence of word/sentence in a document, length (A) and (B) represents the length 

of the sentence A and B,  editdi(A, B)  represents the edit distance of A and B.  

 
LCS A, B= 

length A+length B - editdi(A, B)

2
 (2.6) 

2.3.1.2.2.4 N-gram Matching (ROUGE) 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is used for calculating 

the number of common words/sentences between a machine-generated summary and 

a set of human-generated summaries. In ROUGE-N, N represents the length of N-gram 

and is used for measuring the common N-grams between a machine-generated 

summary and a set of human-generated summaries. ROUGE also contains four 

different metrics which are ROUGE-L (uses Longest Common Subsequence (LCS) 

metric), ROUGE-W (is weighted LCS, it can be called as an improved version of 

LCS), ROUGE-S (used for measuring the skip-bigram rates which are the same 

between a specific summary and a set of reference summaries) and ROUGE-SU (is an 

improved version of ROUGE-S). 
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2.3.1.2.2.5 Pyramids 

The Pyramid method is a semi-automatic evaluation that is used for searching and 

identifying the same information (summarization content units (SCUs)) in summaries 

for comparison purpose.  

2.3.1.2.2.6 LSA-based Measures  

According to [4] Latent Semantic Analysis (LSA) based summary evaluation includes 

two important summarization metrics which are LSA - Main Topic Similarity and LSA 

- Term Significance Similarity. 

2.3.2 Extrinsic Evaluation 

Extrinsic (task-based) evaluation determines the quality of the summary based on the 

effect of an employed task/s.  Several tasks are found in [4]ôs taxonomy which are; 

Document Categorization, Information Retrieval (IR) and Question Answering. 

2.4 Automatic Text Summarization Methods 

As stated previously, text summarization methods are classified into two main 

approaches; extractive and abstractive summarization. In extractive text 

summarization, methods are used to determine the most relevant words, sentences or 

phrases from the source document and to sort them according to their importance. 

Statistical and linguistic methods are used to distinguish the important sentences from 

the source document. On the other hand, in abstractive text summarization, methods 

are developed to interpret the source document and then create a summary that may 

consist of completely new words, sentences and phrases. Linguistic approaches are 

used while creating a summary which should cover the important concepts of the 

source document. 

2.4.1 Extractive Summarization Methods 

Extractive summarization methods are classified into five different approaches 

according to the used techniques. [2] 
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In the statistical based approach; important words, sentences or phrases are extracted 

from the source document using some statistical features. The systems are based on 

statistical features, and are not concerned about any advanced linguistic processing 

and knowledge. Consequently, they are language independent and can be applied to 

any other language. Some of the statistical features are; similarity of the sentence with 

other sentences (centrality), positive and negative keywords, sentence length, sentence 

location, similarity of the sentence to title, existence of proper noun, upper-case word, 

cue-phrase, sentenceôs bushy path, TF-IDF [115,116], etc. As a summary, sentences 

in the source document are scored using the features that are presented above, and the 

highly scored sentences are selected for the summary.  

Topic-based approaches aim to interpret the topic of the source document. These 

approaches aim to extract the most relevant word or sentence that can be used as 

topic(s) of the document where, the extracted word or sentence expected to cover the 

subject of the source document. According to [2] ,there are five different ways to 

represent the topic of the source document; which are Topic signatures, enhanced topic 

signatures, thematic signatures, modelling the documentsô content structure and 

templates. 

In Graph-based approaches, words or sentences are shown as nodes and relations 

between those sentences (nodes) are shown as edges of the graph. HITS algorithm and 

Googleôs PageRank algorithm are the two important graph-based algorithms used in 

Automatic Text Summarization. 

Discourse based approaches aim to identify the discourse relations between sentences 

and text parts using linguistic methods which are used for automatic text 

summarization. Rhetorical Structure Theory is a popular discourse based technique 

that is still used today. 

Machine learning based approaches are examined under two main titles, supervised or 

unsupervised. In supervised approaches, the methods need a huge amount labelled 

training data. Support Vector Machine (SVM), Decision Trees, Naµve Bayes 

classification, Neural Networks, Mathematical Regression are some of the algorithms 

used in supervised text summarization. In unsupervised approaches, systems use only 
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the source document(s) while creating summary. Hidden Markov Model and 

Clustering are the popular algorithms used in unsupervised text summarization. 

2.4.2 Abstractive Summarization Methods 

Abstractive Summarization methods are classified into two different categories; 

structure based and semantic based. Structure based methods include rule-based 

methods, ontologies, graph-based methods, tree-based methods, etc. Semantic based 

methods consist of information item-based method, semantic graph-based method, 

semantic text representation model, multimodal semantic model etc. [2] In this thesis, 

extractive based approaches are planned to be used.
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CHAPTER 3 

 

LITERATURE  SURVEY 

 

In this section, the literature review about automatic text summarization is presented. 

A vast number of articles related with automatic text summarization can be found on 

literature. 111 106 articles from 1958 to 2018 have been reviewed as part of the 

literature survey which is presented in the following sections. 

3.1 Studies in Foreign Languages 

The 106 articles have been covered and divided into decades. 

3.1.1 Studies between 1958 and 1968 

The studies about text summarization began sixty years ago. Luhnôs [5] publication is 

the oldest one describing a practice of an automatic text summarizer which is generally 

cited by researchers. Luhnôs method uses term frequency and term filtering to evaluate 

the suitability of sentences for the summary while disregarding the high and low 

frequency words. The background idea is based on the important words having more 

information which are not too frequent or too rare in the sentences. According to 

Luhnôs method sentences are scored through the number of significant terms which 

are included the sentences. After that, sentences are segmented according to the scores 

and one or several high ranked sentences are chosen as a summary. Luhn performed 

his experiments on 50 technical articles which contain 300 to 4500 words and the 

results were tested by one hundred people for measuring the effectiveness of the 

generated summary. 

Vasiliev [6] submitted an article to UNESCO about statistical approach, descriptor 

approach and semantico-logical approach for automatic text summarization.
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A new algorithm was developed by Edmundson [7] for automatic text summarization. 

The algorithm differs from others not only by focusing on the presence of high 

frequency words and sentences, but also on the presence of the cue words, title, 

heading words and the location of words in a sentence. The aims of the research were 

producing indicative extracts and define a research methodology for handling new 

summarization criteria efficiently. The summarization system worked on single-

documents using corpus-based method for extracting sentences. Edmundson 

performed his experiments on 200 documents in the field of physical science, life 

science, information science, and humanities articles which consist from 100 to 3900 

words. The sentences are called eligible if it contains information about subject, 

purpose, methods, conclusion or findings, generalizations or implications and 

recommendations or suggestions. Generated summaries contained only 25 percent of 

the sentences of the original articles. 

Rush, Pollock & Zamora [111] designed the Automatic Document Abstracting Method 

(ADAM) which uses the cue method, location method, contextual inference, frequency 

criteria and considering coherence criteria while selecting or removing sentences from 

articles. ADAM produced indicative summaries that contain only 10 to 20 percent of 

the sentences of the original articles.  

3.1.2 Studies between 1969 and 1979 

Pollock & Zamora [112] modified the ADAM and used the algorithm on extensive 

chemical database especially for pharmacodynamics. The modified ADAM produced 

indicative summaries and according to the authors, narrowing subject areas produced 

much better results than others. 

3.1.3 Studies between 1979 and 1989 

1980s were relatively unproductive for automatic text summarization, and after the 

global use of Internet in 1990s and 2000s, automatic text summarization research 

remarkably increased. Brandow, Mitze and Rau [8] devised a system called Automatic 

News Extraction System (ANES) developed for generating domain-independent 

summarization of news documents which used the combination of heuristic and 
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statistical methods. System chose sentences by utilizing a list of key words and word 

weights were calculated using term frequency times inverted document frequency (TF 

x IDF). ANES performed its experiments consisting of 250 documents from 41 

publications and the extracted summaries length contained 60, 150 and 250 words.  

3.1.4 Studies between 1989 and 1999 

Kupiec, Pedersen & Chen [9] developed a trainable summarizer program using a 

statistical framework. They settled on a feature set which were sentence length cut-off 

feature  (short sentences are not contained in summaries), fixed-phrase feature, 

paragraph feature (first ten and last five paragraphs are analyzed and program keeps 

information about sentences in the paragraph which are differentiated according to 

whether they are paragraph-initial, paragraph-final or paragraph-medial), thematic 

word feature (most frequent words are considered as thematic words and thematic 

words are chosen and each sentence is evaluated as a function of frequency) and 

uppercase word feature (a word starting with a capital letter is evaluated higher that 

other words) while developing the summarizer. For evaluation, they used 188 

scientific/technical articles retrieved from 21 publications. Their summaries were 

mainly indicative and average length consisted of three sentences.  

McKeown and Radev [10] developed a multi-document summarizer system for 

summarizing online news articles (SUMMONS), which was based on a traditional 

language system architecture and developed under ARPA human language technology 

program. Their algorithm has three main steps; Sort, Combine and Generalize. As a 

summary, system selects information from an underlying knowledge base and a 

linguistic generator selects the words contained in the selected information, and finally 

it combines words while extracting summaries from original article. 

Barzilay and Elhadad [11] developed a technique for creating a summary without 

requiring its full semantic interpretation using topic progression in the text derived 

from lexical chains. The algorithm combined robust knowledge sources like the 

WordNet, a shallow parser for nominal groups, a part-of-speech tagger and a 

segmentation algorithm. The algorithm evaluated summarization in three steps, firstly 

original text was segmented, then lexical chains were constructed and strong chains 
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were chosen, and finally, all important sentences are chosen for summary. For 

evaluation, they used data from a set of 30 texts extracted from popular science 

magazine articles. 

Branimir and Christopher [12] derived a novel-approach for text document 

characterization, where they used linguistically-intensive techniques for identifying 

phrasal units in of the document. They referred to phrasal units as topic stamps and 

presented ways which both hold local and reflect global context, which they called it 

capsule overview. Their research was different from sentence or paragraph-based 

representations, they chose a phrasal granularity of representation in their study and 

used documents from different sources for summarization.  

Hovy and Lin [13] developed a robust automated text summarization system 

(SUMMARIST). SUMMARIST summarized texts based on three steps; topic 

identification (which includes methods based on position, cue phrases, word frequency 

and discourse segmentation), topic interpretation (which includes the wave front, 

concept counting) and summary generation (which includes a microplanner and a 

sentence generator). The aim of the system was to generate both extract and abstract 

for English and other languages. Their system merged NLP with symbolic knowledge 

concepts. For evaluation, 26 articles related with new computer products from news 

magazines consist of an average of 750 words each were used.  

Marcu [14] developed two new surface-form-based algorithms which used the 

Rhetorical Structure Theory. The first algorithm detected discourse usage of cue 

phrases and split sentences into clauses. The second algorithm generated rhetorical 

structure trees automatically mapped into discourse trees. Both algorithms used data 

which was derived from a corpus analysis of cue phrases. For evaluation, they chose 

three texts from different genres. 

Carbonell and Goldstein [15] developed a method which combined query-relevance 

with information-novelty for summarization. The Maximal Marginal Relevanceôs 

(MMR) aim was to reduce redundancy while maintaining query relevance for multi-

document summarization. Their research showed MMR to be efficient for reducing 

redundancy especially for the query-relevant multi-document summarization. 
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Baldwin and Morton [16] developed a query-sensitive text summarization system and 

tested the effectiveness of text documents for determining whether a document is 

relevant to the query. For evaluation, they selected 10 queries from Text Retrieval 

Conference (TREC) document collection and used precision, recall and accuracy for 

calculating the evaluation results. 

Brin and Pageôs [17] PageRank algorithm is the core of the Google Search Engine and 

was originally developed to rate Web pages according to their importance. It is used 

in citation analysis, social networks and the analysis of the Web-link structure of the 

World Wide Web.  The aim behind this development is the requirement to measure 

human interests, optimize and improve Web search performances. 

Witbrock and Mittal [18] developed an approach to summarization which generated 

summaries of any length. Their system used statistical learning models for both 

sentence selection and term ordering process. Their system generated coherent 

summaries. 

Azzam, Humphreys and Gaizauskas [19] described the co-reference chains for 

generating text summaries. Their system selected the best chain for representing the 

topic of the text. For their research, they used the LaSIE which was designed for 

general purpose Information Extraction (IE) System which was for Message 

Understanding Conference (MUC) task specifications in 1995 by Gaizaukas. LaSIE 

system had three processing phases; lexical processing (read and tokenize the 

document and match phrasal, find sentence boundaries, tag the tokens with part-of-

speech than perform morphological analysis), parsing and semantic interpretation 

(trying to find the best parse and develop a predicate-argument representation of each 

sentence), discourse interpretation (add information from the predicate-argument 

representation). Then, they additionally implemented a module summarization 

mechanism for LaSIE. The new module processed all the co-reference chains built by 

the discourse interpreter and applied different criteria to select the best chain. There 

were three selection criteria steps, Length of chain (choosing the chain with most 

entries), Spread of Chain (calculation of distance between the earliest and latest entry 

in the chain), Start of chain (the first paragraph of text or title are more important than 
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other parts). For evaluation, they used SUMMAC evaluation measures and they 

divided measures into extrinsic and intrinsic measures. 

Kan and McKeow [20] developed a hybrid system which merged sentence extraction 

and information extraction (IE). Generally, IE systems specify a priori while extracting 

information, but their system did not. The extracted sentences were determined after 

the system dynamically determined the foci of article. The resulting system was 

domain independent where the documents could be from any type. They used question 

answering approach for improving sentence extraction and their question was linked 

with their major focus types; People, Organizations, Places and multiword terms. Their 

system was built for evaluating long documents and they separated generated 

summaries which contained more or less than 1500 words. If the summary contained 

less than 1500 words, they implemented simple lead based approach, and for longer 

than 1500 words, they implemented focus based summarization approach which had 

four steps. First, the articlesô foci (subject) were determined from the given IE output. 

Secondly, system determined the question which was related with focus types. Thirdly, 

the more appropriate text was validated and extracted and lastly, the important pieces 

for coherent summary were determined.  

3.1.5 Studies between 1999 and 2009 

Knight and Marcu [21] developed a system which used both noisy-channel approach 

and decision-tree approach for sentences compression. The aim of the study was to 

generate grammatically correct summaries containing important pieces of information. 

For evaluation, they used newspaper articles and performed comparison between 

manual compression and a simple baseline.  

Jin and McKeow [22] developed a cut and paste based text summarizer. The working 

principle of the system was getting coherent summaries by editing extracted sentences 

and removing less important phrases, and then combining the important phrases. The 

goal of the system was comparing the automatically generated summaries with human-

written summaries trying to reduce the difference between those outputs. They focused 

on decomposition of summaries, sentence reduction and sentence combination. Their 

claim was that the generated systemôs cut and paste based summarizationôs 
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computational model was the same as the cut and paste operation which was done by 

humans. The system worked in the following order: firstly, identified the key 

sentences, secondly, sentence reduction and sentence combination modules 

implemented the operations which were observed in human-written abstracts, they 

used hybrid tools (automatic decomposition program, a syntactic parser, a co-reference 

resolution system, the WordNet lexical database and a large scale lexicon) from 

multiple resources. The aiming of the systemôs decomposition program was to analyze 

the sentences in the human-written summaries, automatically. After all the steps were 

implemented, system combination and Extraction module began to work which 

selected sentences based on lexical relations, sentences position, cue phrases and TF-

IDF scores. For evaluation, they prepared a task-based evaluation from different 

sources and used precision, recall and F-measure techniques for calculating the 

effectiveness of generated system.  

Radev, et al. [23] developed a centroid-based multi-document summarizer (MEAD). 

The aim of the MEAD was creating summaries by using cluster centroids which were 

created by topic detection and tracking system. Systemôs Topic Detection and 

Tracking (TDT) was the modified version of TF-IDF (CIDR) and it generated event 

clusters that consisted of chronologically ordered news articles from different news 

sources. Later, they developed a new technique called Centroid-based Summarization 

(CBS) for MEAD developed for identifying sentences central to the topic of the whole 

cluster by using the output from CIDR. MEADôs extraction algorithm regarded 

position value, centroid value, first sentence overlap value for scoring the summaries 

and compared them with Lead-based summaries.  Cluster-based relative utility 

(CBRU) and cross-sentence informational subsumption (CSIS) were used to evaluate 

the summaries. For evaluation, they used 27 documents which consisted of 558 

sentences organized in 6 clusters from news articles. Each cluster summarized nine 

different compression rates from 10 percent to 90 percent.  

Gong and Liu [24] devised two methods for text summarization, they used IR methods 

for ranking sentence relevancies and Latent Semantic Analysis (LSA) for finding 

semantically important sentences. The aim of their research was to generate a summary 

with less redundancy covering the main content of document. Their system 
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summarized articles with both relevance measure and LSA and compared them with 

the summaries which were generated by human evaluators. For evaluation, they used 

a news article database consisting of 549 articles with lengths in the range of 3 to 105 

sentences. For performance evaluations, they used precision, recall and F-score 

evaluation metrics. 

During 2000ôs Document Understanding Conferences presented valuable research on 

automatic text summarization. Hirao, Sasaki, Isozaki and Maeda [25] attended Single-

document Summarization task at the DUC-2002 with their system. The system 

classified sentences by their importance degree by the help of using the machine 

learning algorithm Support Vector Machine (SVM). They used the position of 

sentences, length of sentences, and weight of sentences, similarity between headline 

features and found important verbs and proverbs for sentence extraction. For 

evaluation, they used 295 articles for summarization. 

Copeck, Szpakowicz and Japkowicz [26] developed a configurable single-document 

summarizer which used machine learning techniques that aimed to investigate 

different configurations to find the best one for documents in general or for 

characterizing particular lexical features.  Their assumption was that thematically-

related sentences are more readable and include more information than sentences 

which are chosen independently from the document. Their system divided the 

document into segments of sequence of adjacent sentences about the same topic, 

afterwards the system calculated the ranks of the extracted key phrases from the 

document. Then, the system gave scores to sentences, according to high-ranked key 

phrases, and the system ranked each segment according to the ratings of sentences. 

The summary was generated with sentences taken from high-ranked segments through 

low level segments with a given threshold. The summarizer had four main steps while 

generating summaries; segmenting, key phrase extraction, matching and sentence 

selection. 

Saggion and Lapalme [27] developed ñSummarization at Universit° de Montr°alò 

(SumUM) summarization system which took raw technical documents as input and 

generated indicative-informative summaries and compared them with the human-
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written ones.  There were two steps of generating summaries; in the first step, the 

reader manually finds the topics of the document and keeps the information about the 

topic of the document is indicative part of summary. In the second step, the reader 

decides the topic from the source documents which is related to the readerôs interests 

as the informative part of summary. They developed intelligent interactive service 

robots which used integration and intelligent machine architecture (IMA) for 

providing human-system integrity and system integration, named it human direct local 

autonomy (HuDL). For evaluation, they used 100 corpora which were taken from 

journals Library & Information Science Abstracts (LISA), Information Science 

Abstracts (ISA) and Computer and Control Abstracts. The source documents were 

about a variety of science articles from 44 publications, and the abstracts contained 1 

to 7 sentences. The source documents were from 2 to 45 pages. 

Karamuftuoglu [28] developed a system which generated single-document summaries 

by using extraction oriented statistical and pattern matching methods presented in 

DUC-2002. Extract (Analysis), Reduce (Transformation) and Organize (Synthesis) 

were the main strategies while generating the summaries. Analysis contained two 

steps: first step was Pre-process step the source document was split into sentences with 

the help of DUC software, and after the stop words were removed, pronouns were kept 

and remaining words were stemmed by the Porter Stemmer, In the Record surface 

linguistic feature and information content step, system lexical link and bonds were 

calculated and sentence scores were calculated based on BM25 function.  For sentence 

selection, they used machine learning system based on Support Vector Machines 

(SVMs) (SVMLight). The system also generated summaries with lexical bonds from 

sources sentence. In the Synthesis part, the sentences were selected with the help of 

SVM light and lexical bond feature and the selection of sentences continued until they 

reached 100 words. The system used simple statistical and pattern-matching operations 

and generated coherent summaries because it contained lexically bonded sentences. 

Yet, according to the research, summaries usually contained verbose sentences which 

might be reduced by using some text compaction methods. 

Lal and R¿ger [29] developed a single-document text summarizer which uses Text 

Engineer framework GATE, which was generated by the NLP group of University of 
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Sheffield in 2002. GATE included ANNIE module for handling anaphora and MRC 

psycholinguistic database and WordNet. In additional, the summarizer uses Bayesian 

pattern classifiers which are word counts in a sentence, XML element enclosing 

sentence, position of the sentence within the enclosing paragraph, TF-IDF, level of co-

reference with Named Entities (NEs) in headline elements and inclusion of highly co-

referred NEs for sentence extraction. The system has two main operations. One is 

summarizing a single document and customizing documents for readers who have 

limited knowledge about the document and limited reading ability. For evaluation, 

they used 150 documents from DUC-2001 training data and tested the quality of 

summaries produced by questions with Recall and Precision calculation outputs. 

Pardo, Rino and Nunes [30] developed a gist-based summarization system GistSumm. 

The aim of the system was to understand the main idea of the document using statistical 

measures and to find the most important sentence in the document. GistSumôs 

identification was similar to SUMMARIST which tried to emulate human 

summarization. While developing GistSumm, their idea was, that every text is built 

around a main topic and when a person summarizes a text, that person tries to 

understand the main topic of the document at first and adds information around it. 

GistSumm had three steps while generating summaries; Segmentation process was to 

split the sentences, Sentences Ranking where process users of the system could choose 

the ranking methods (keywords or text mining), if the user preferred to use Keywords 

method, the system used GistKey otherwise a TS-ISF (Term Frequency-Inverse 

Sentence Frequency) method where (GistTFISF) were used for ranking each sentence 

in the document. After indicating the gist sentence and sentence ranking, system used 

some sub-process for generating more accurate summaries like stop words removal, 

stemming and case folding and in extract production stage, system identified the 

sentences for  final extract which satisfied the gist correlation, relevance and 

compression rate constraints. For evaluation, they prepared two experiments, in the 

first experiment; they used 10 scientific texts related to Computer Science and worked 

with 10 human-judges for identifying their suitable gist sentences. They used that data 

to compare the results with GistSummôs summaries and they used them as gist gold 

standards (GGSs). They compared GistKey and GistTFISF methods under the 60% 

compression rate. In the second experiment, they used 20 newspaper articles and 
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worked with 12 human-judges. These 12 judges scored their summaries based on two 

decision points; gist preservation and textuality. They also compared GistKey and 

GistTFISF scores in the second experiment. 

Chan  [31] presented a model for automatic text summarization based on shallow 

linguistic extraction technique. The difference of this model from other models was 

focused on the identification of the main factors in the textual continuity, instead of 

focusing on detection of keywords or cue-phrases. They aimed to use discourse 

network for identifying the meaningful discourse structure. According to their study, 

the interconnected links in a network showed the attributes of textual continuity and 

discovered the meaning of each sentence. Their system combined lexical cohesion 

analysis and textual coherence analysis under the sentence analyzer and generated the 

abstract of sentence. For evaluation, they used four texts to compare the generated 

discourse skeletons with the causal chains. They used Spearman rank correlation 

coefficient for measuring and comparing the results. As a summary, their technique 

identified the meaning of the text and they compared and evaluated the saliency and 

connectivity of the text pieces by using lexical cohesion and thesaural relations. They 

also claimed that integrating textual continuity with both lexical cohesion and textual 

cohesion analysis, together with the discourse network, generated much better results 

than keyword or cue-phrase summarization.  

DôAvanzo, Magnini and Vallin [32] developed a Learning Algorithm for Keyphrase 

Extraction (LAKE), to find the relevant terms in a document using key phrase 

extraction methods. IRC-first based supervised learning approach was used for 

linguistic processing of the documents. The system had two main phases; firstly 

various linguistic features to extract key phrases were used, and then machine learning 

techniques were utilized to find the important key phrases. The difference of LAKE 

from other methodologies was using linguistic processors such as multiword and 

named entity recognition. System worked in three stages; pre-processing stage had 

three steps; part of speech, multiword recognition and named entity recognition, and 

Candidate Phrase Extraction phase The Scoring Candidate phrase was the phase where 

they used two features to train a classifier for scoring candidate phrase extraction 
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results. For evaluation, they used newspaper articles and the ROUGE program to 

identify the results of the evaluation. 

Silla, Pappa, Freitas and Celso [33] developed a Classification-based Summarizer 

(ClassSumm) classify sentences according to the importance in the documents by 

using machine-learning classification methods. They used two different Genetic 

Algorithms (GA) which a Multi -Objective GA (MOGA) and Single Objective GA 

(SOGA) for improving the predictive accuracy of decision and they also used genetic 

algorithms for performance improvement in the classification process. Decision-tree 

algorithm (C4.5) and Naµve Bayes classifier were chosen for classification. System 

worked in the following steps; it split sentences from source documents with the help 

of regular expression approach. Then, values of the sentences were calculated with the 

help of vector predictor attributes and lastly each sentence was divided into two 

classes; summary (sentence contained in summary) or not-Summary (sentence not 

contained in the summary). For evaluation, they used newspaper articles and compared 

the proposed algorithms in two different experiments that were ideal automatic 

summaries and ideal manual summaries. Summaries were generated with 10% and 

20% thresholds in the experiments. 

Michalcea [34] devised a new unsupervised graph-based algorithm for automatic text 

summarization. He aimed to test various graph-based algorithms for automatic text 

summarization. He used Hyperlinked Induced Topic Search (HITS) which was 

designed for ranking web pages according to their degree of authority. Position power 

function algorithm was designed to combine the number of its successors and the score 

of its successors and PageRank ranking algorithm which was originally designed for 

Web link analysis. He also used undirected graphs and weighted graphs in his study. 

For evaluation, he used 567 news articles from the DUC 2002 data set. For each article, 

TextRank generated a 100 words summary and he used ROUGE evaluation toolkit for 

comparing the generated summaries with human evaluated summaries. According to 

results, he claimed that HITS and PageRank algorithms provided the best performance. 

Mihalcea and Tarau [35] generated the graph-based automatic text summarization 

model (TextRank), in which they introduced two innovative unsupervised methods for 
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keyword and sentence extraction.  The keyword extraction phaseôs aim was to select 

the key phrases from the source document and the aim of the sentence extraction phase 

was to find the most important sentences in the source document for building 

extractive summaries. Googleôs PageRank algorithm, HITS algorithm or Positional 

Function could be integrated into TextRank. For the evaluation of keyword extraction, 

they used 500 abstracts from the Inspec database which consisted of Computer Science 

and Information Technology articles. They used precision, recall and F-measure for 

calculating the scores of summaries and compared the scores with Hulthôs keyword 

extraction system and various methods. For the evaluation of sentence extraction, they 

used DUC 2002 data set which consists of 567 news articles. They used the ROUGE 

evaluation toolkit to compare the TextRankôs results with top five DUC 2002 

performing systems. According to the authors, TextRank was a very compatible 

summarization system because it did not require deep linguistic knowledge and 

domain or language specific annotated datasets, and also the system could be easily 

integrated with other domains, languages or genres.  

Mihalcea, Tarau and Figa [36] devised a new open text word sense disambiguation 

method which was a combination of logical references with PageRank-style 

algorithms. Their aim was to identify the capabilities of PageRank using semantic 

networks providing comparison with other methods and results show that it was 

successfully used in language processing applications.  They used word sense 

disambiguation for assigning the most suitable meaning to a polysemous word within 

a given context. They could use word sense disambiguation with knowledge-based 

methods but, they devised a new open-text disambiguation algorithm which combined 

the semantic network (WordNet) and graph-based algorithms (PageRank). For 

evaluation, they compared word sense disambiguation accuracy with Random, Lesk, 

PageRank, WordNet and Combination of PageRank and Lesk algorithms.  

Erkan and Radev [37] developed a stochastic graph-based NLP method (LexRank) for 

identifying the important textual units. The new approach to score sentences was based 

on the concept of graph-based centrality, and aim of the system was to achieve multi-

document generic text summarization. They used LexRank while generating a graph 

based on Intra-sentence cosine similarity adjacency matrix. They developed their 
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methods in the MEAD summarization system. For evaluation, they used DUC 2003 

(30 clusters) and 2004 (50 clusters) data sets which are consisted of English news 

documents and they used Recall-Oriented Understudy for Gisting Evaluation 

(ROUGE) evaluation metrics and compared the centroid approach and graph-based 

approach outputs. Their claim was that the graph-based approach identified the 

important sentences better than the centroid based approach. 

Filatova and Hatzivassiloglou [38] devised another model which represented 

documents in two-dimensional space of textual and conceptual units with relational 

mapping between these two dimensions. Integration of the selecting significant text 

passages and minimization of information overlap between them were the two tasks 

of these modal. For Information Selection and Packing they used three components 

(Full correspondence, Partial correspondence between textual and conceptual units 

and length and textual constraints). To avoid the redundancy, they used two 

approaches; they, grouped potential output text units together according to similarity 

and output only a representative from each group. In other approach, they used 

Maximum Marginal Relevance (MMR) method that gave a similarity score to new 

sentences in the output then compared them with the sentences in the summary. Only 

the sentences which contained a significant amount of new information could be added 

to the summary. They analyzed zero-one mappings between textual and conceptual 

units and two greedy algorithms; the adaptive greedy algorithm for calculating textual 

units rank, and the other one was dubbed modified greedy algorithm for modifying 

generated ranks by prioritizing the conceptual units with the highest individual weight. 

They used two different features while generating summaries: TF-IDF or atomic 

events. For evaluation, they used 30 test document sets from Document Understand 

Conference (DUC) which contained 10 news articles on different cases. 

Steinberger, et al. [39] devised a summarization algorithm which used both lexical 

information and result of the anaphoric resolver and Singular Value Decomposition 

(SVD) for finding the important terms. Their main objective was comparing the two 

sentence extraction based summarizer. Both summarizers used Latent Semantic 

Analysis (LSA). To find the important sentences, the first summarizer used only 

lexical information and the second summarizer used anaphora resolution system 
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(GUITAR). GUITAR was selected of as modular its high precision. GUITAR 

consisted of MARS pronoun resolution algorithm, and definite description resolution 

algorithm. Systemôs SVD used co-reference chains or important word identification or 

combination of both for finding important sentences. For evaluation, they used 

manually generated summaries which were generated for CAST project, the content 

of the corpus consisted of newspaper and science articles. They tested their evaluation 

result using Relative Utility (RU), F-score, Cosine Similarity and main topic similarity 

metrics, and then compared manual substitution and manual addition with GUITAR 

substitution and GUITAR addition results. They used 15% and 30% thresholds while 

generating summaries. 

Barzilay and Mckeown [40] used a multi-document summarizer framework 

(MultiGen) using sentence fusion method. Sentence fusion involved bottom-up local 

multi sequence alignment and statistical generation, and the summaries consisted of 

sentences which were not found in any of source documents. The system created a new 

sentence that includes common information in most sentences of the dataset. The 

proposed system (MultiGen) worked in the following order; Theme Computation, 

Theme Selection, Theme Ordering, Sentence Fusion and Summary generation. The 

sentence fusion phase had three steps; Identification of common information, fusion 

lattice computation and lattice linearization. They aimed to analyze the performance 

of algorithm in terms of content selection and grammaticality of the constructed 

sentences in evaluation phase of sentence fusion. 

Yeh, Ke, Yang and Meng [41] developed a single-document summarizer which used 

two different algorithms for summarization. The first algorithm took modified corpus-

based approach (MCBA) which generated summaries based on the combination of 

score function with the analysis of salient features (position of sentences, positive 

keyword, negative keyword, centrality and similarity to title data), and scores trained 

with the help of genetic algorithm (GA). The second algorithm was Latent Semantic 

Analysis (LSA) based Text Relationship Map (T.R.M) approach which was used for 

generating the semantic text relationship map. For evaluation, they used 100 political 

articles and generated indicative summaries. They used intrinsic evaluation methods 
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which were recall, precision and F-measure for measuring and comparing the extracted 

outputs. 

Muray, Renals and Carletta [42] developed a summarization system which used 

feature-based approach using prosodic features, lexical methods with maximal 

marginal relevance (MMR) and latent semantic analysis (LSA) approaches. They 

evaluated their experiments using both human evaluators and the output of an 

automatic speech recognizer. They used ROUGE evaluation approach, for comparing 

n-gram co-occurrence between automatic summarization systemôs summaries and 

ideal human summaries. Summarizerôs compression ratio was 10% of the source 

document. They claimed that LSA method performed better, using LSA with MMR 

did not have significant impact to the results and feature-based approaches perform 

much worse than the other approaches. 

Kiani and Akbarzadeh [43] presented a novel technique for summarization which 

combined Genetic Algorithms (GA) used in membership methods and Genetic 

Programming (GP) used for optimizing rule sets; where both algorithms were for 

optimizing rules sets and membership methods of fuzzy systems. Their system 

considered non-structural features (number of title words in sentence, first sentences 

paragraph, last sentence of the paragraph, number of words in sentence, number of 

thematic words in sentence and number of emphasize words)  while identifying the 

important sentences for summary. The outputs of the non-structural features were used 

in fuzzy implementation which was a stochastic method for finding membership 

function, and later they implemented the optimization algorithms (GA & GP). For 

evaluation, they used three news articles with various topics, consisting of 1500 

sentences. They compared their summarizer with Microsoft Word 2000 and Copernic 

Summarizer. Evaluations were done by three parameters precision, recall and F-score 

and f (their objective function). 

Svore, Vanderwende and Burges [44] developed an automatic single-document 

summarization system (NetSum) based on neural networks. They aimed to develop 

two different experiments based on their document sets. In both experiments, they 

extracted three sentences which described the highlights of the source document and 
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evaluated different techniques while adding them to the summary. They used a pair-

based neural network algorithm (RankNet) for training data sets and for ranking 

sentences. RankNet used features (In First Sentence, Position of Sentence, SumBasic 

Score, SumBasic Bigram Score, Title Similarity Score, Average News Query Term 

Score, News Query Term Sum Score, Relative News Query Term Score, Average 

Wikipedia Entity Score, and Wikipedia Entity Sum Score) for scoring sentences. For 

improving the performance of NetSum they used LambdaRank. For evaluation, they 

used 1365 news articles gathered from CNNôs website. They used ROUGE for 

measuring and comparing the quality of human-generated and summarizer generated 

summaries. 

Witte, Krestel and Bergler [45] presented a summarization system (ERSS) which used 

fuzzy co-reference cluster graphs for generating single and multi-document 

summaries. The system generated cluster graph based on the context and multiple set 

of documents for ranking the sentences in the clusters. For evaluation they used 

ROUGE, BE metrics and responsiveness measure. 

Ercan and Cicekli [46] investigated the effect of lexical chains in keyword extraction. 

They developed a keyword extraction method that used features based on lexical 

chains in the selection of keywords for an article. They also tested Naµve Bayes, C4.5 

algorithms with their method and found that C4.5 generated better results with the 

proposed method. Then, they decided to use C4.5 to represent the keyword extraction 

problem as a learning task. In their experiments, they used C4.5 with two different sets 

of features. In first case, they used only the text features and in second case, they used 

features based on lexical chains and compared the results and they identified that the 

features based on lexical chains generated better results. 

Liu, Li, Wu and Lu [47] devised an event-based summarization which focused on 

semantic relations between event terms. System extracted event terms from original 

documents and built event term graph for showing relations between terms and group 

relevant sentences into clusters which were represented as topic of documents. They 

formulated the event as ñ[Who] did [What] to [Whom] [When] and [Where]ò, and 

[What] was the key term of the event according to the formula. They used verbs and 
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action nouns as key terms of an event. For summarization, they used two strategies; 

for the first strategy, a term was selected as the representative of each topic for 

covering all the topics, and for the second strategy, selecting all terms in the most 

important topic for identifying the relevant information related to this topic. Based on 

those strategies, cluster ranking, sentence extraction, term selection were decided. For 

generating event term graph, they used VerbOcean a broad-coverage semantic network 

of verbs and for clustering event terms they used a density-based algorithm DBSCAN. 

Later they ranked clusters, selected representative terms from the clusters using One 

Cluster All Terms (OCAT) and One Term All Clusters (OTAC) strategies. For 

evaluation, they used DUC-2001 document sets which consists of 30 English 

document sets, and used ROUGE for identifying the quality of generated summaries 

and compared it with PageRank-based algorithm results and clustering-based 

summarization results. 

Bhandari, Shimbo, Ito and Matsumoto [48] devised an extract-based generic single-

document summarization using probabilistic latent semantic indexing for analyzing 

the term frequency and graph. According to the authors, graph-ranking algorithms 

generally extract highest ranking sentences related to one central topic in the source 

documents, but if a document has several topics, these algorithms discards the other 

significant topics and rank the sentences according to highest ranking topic, and the 

generated summaries may not cover the all document and cannot be considered to be 

generic enough. They used Probabilistic latent semantic indexing (PLSI) for solving 

that problem, since PLSI could cover multiple topics in the source document and 

generate summaries closer to human generated summaries. For evaluation, they used 

DUC-2002 data sets and used ROUGE for measuring and comparing the PROC1, 

PROC2, PROC3, PROC3 results, and also they compared their system with other 

algorithms (LexPageRank, LSA, and Hyperlink-Induced Topic Search (HITS)). 

Orasan [49] conducted a research about the effectiveness of prenominal anaphora 

resolution in text summarization. He preferred to use term-based summarizer integrate 

the method because the summarizer had limited number of parameters and was very 

appropriate for identifying the change in performance. Term-based summarizer used 

TF-IDF method for extracting the most appropriate sentence for generated summaries. 
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He compared three anaphora resolution techniques (Kennedy & Boguraev (K&B), 

CogNIAC and Mars) and three baseline technique (BLAST, BASLTSUBJ,  BRAND) 

on a corpus of journal documents published in the Journal of Artificial Intelligence 

Research (JAIR). He used 65 articles which contained more than 600,000 words in 

total, and 2%, 3%, 5%, 6% and 10% compression rated summaries were generated. 

For identifying the effectiveness of anaphora resolution, the summaries which were 

generated by the author considered as gold standard and automatic generated 

summaries were compared to them. For measuring and comparing the results, he used 

cosine similarity. According to the experiment results, he claimed that integrating 

prenominal anaphora resolution to term-based summarizer improved the performance 

of generated summaries. 

Steinberger [4] developed a new text summarization method which combined lexical 

and anaphoric information under the latent semantic summarization method. In this 

research, anaphora resolution was used for correcting false references in the generated 

summaries. Also, he devised a new sentence compression algorithm which was more 

effective when used with LSA properties: The aim of the compression algorithm was 

to identify the unimportant clauses in long sentences and discard these clauses to make 

the summary more substantial. Moreover, he developed a method for identifying the 

similarity of the main topic between source document and its summary. In this 

summarization method, the document was converted into SVD input matrix format 

and then decomposed into three matrices which contained information about the topics 

of the document. He presented an automatic dimensionality reduction algorithm for 

identifying important topics, and sentences were sorted according to how they 

contained important topics. According to the authors, performance was improved 

when compared with baseline, but there was a quality gap between human-generated 

summaries and summarizer generated summaries. 

McDonald [50] developed a multi-document summarizer which used theoretical and 

empirical properties of different global inference algorithms for generating summaries 

from clusters of related documents. They implemented the summarizer by analyzing 

three algorithms; Greedy Approximate Method which was similar to MMR algorithm 

and was simple and effective in computation, but a lot of noise happened if sentence 
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length was very long. To reduce the effect of that problem, they used Dynamic 

Programming based on solutions to the knapsack problem. Using the knapsack style 

algorithm helped to avoid noise problem caused by greedy algorithm, and Extract 

Algorithm which used Integer Linear Programming formulation (ILP) for solving the 

global inference problem. They used TF-IDF values of the sentences, document and 

document collection. For evaluation, they evaluated two different experiments on 

DUC 2005 data sets, the first one compared the results of generic summarization and 

the second one compared the results of the query-focused summarization and results 

were regenerated using ROUGE evaluation metric. 

Wong, Wu and Li [51] presented a learning-based approach which combined different 

sentence features. They categorized their features into four main groups; Surface, 

Content, Event and Relevance. Surface features were about extrinsic aspects of a 

sentence. Content features were about measuring sentences according to content-

conveying words. Event features were related with the sentences which contain events. 

Relevance features were for identifying the relatedness of a sentence with other 

sentences. They aimed to combine the semi-supervised techniques with sentences 

features and analyze the effectiveness in summarization. For supervised learning 

approach, they used Probabilistic Support Vector Machine (PSVM). For semi-

supervised technique, they trained their unlabelled data with PSVM and Naµve 

Bayesian classifier. Types of content features used in that summarizer were; centroid 

words, signature terms and high frequency words and all of them were analyzed with 

both unigram and bigram representations. They used GATE system for event features. 

For evaluation, they used 30 clusters of relevant documents which consist of 308 

documents about specific topic consisting of 50, 100, 200, 400 words. They used 

ROUGE for measuring the performance of summarization and comparing the 

summarizer-generated summaries with model summaries. They used precision and 

recall for measuring and comparing the classification performance. 

Litvak and Last [52] compared a supervised and an unsupervised graph-based 

approach in extractive text summarization. In the supervised approach, they trained 

the classification algorithms for identifying the keywords on summarized articles. In 

the unsupervised approach, they used HITS algorithm for identifying the keywords. 
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For evaluation, they used newspaper articles provided from DUC 2002 dataset which 

consist of 566 English articles and used F-measure to compare the proposed 

approaches. According to the authors, using supervised approach was the most 

accurate option for finding salient keywords in a document graph but it needs a large 

amount of training set of summarized documents, and the unsupervised approach was 

suggested for when there is no training set of articles available. 

Carenini, Ng and Zhou [53] conducted a research which was based on conversational 

cohesion and subjective opinions for summarizing email conversations. Firstly, they 

built a sentence quotation graph which identifies the conversations from emails; they 

used cohesion measures which were clue words (re-occurring words in the reply of 

email), semantic similarity and cosine similarity. Secondly, they used Generalized 

ClueWordSummarizer (CWS) and PageRank graph-based summarization approaches 

for extracting highest ranked sentences for summaries. Lastly, they combined 

subjective opinions approach with graph-based approaches. For evaluation, they used 

Enron email dataset for building their own corpus, they used 39 conversations which 

contains MEAD package to segment the text into 1394 sentences, and they worked 

with 50 human summarizers for reviewing the email conversations. Human 

summarizers selected 30% of the total sentences for summarization. They used 

sentence pyramid precision and ROUGE recall metrics for measuring and comparing 

the CWS and PageRank and Subjective opinions results. They claimed that CWS had 

better runtime performance and higher accuracy than other cohesion measures and clue 

words and subjective words improved accuracy of CWS significantly. 

Antiqueira, et al. [54] presented a complex network approach to text summarization 

that used concepts and complex networks for extracting sentences. They aimed to 

research graph-based, language independent approach to extractive text 

summarization. Their system represented texts as graphs or networks, sentences were 

represented as nodes and shared common meaningful nouns between those nodes 

represented as edges. Their method generated simple network between sentences 

which required surface text pre-processing, and they extracted summaries with no 

sophisticated linguistic knowledge. They prepared 14 sets of summarizers which were 

generically referred to as Complex Networks-based Summarization (CN-Summ). 
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Firstly, the source article was pre-processed then text was mapped into a graph 

according to the adjacency and weight matrices, then a score was evaluated for each 

node in the graph. Lastly, the highest ranked nodes were selected for the summary.  

They used 7 network measurements and 14 sentence rankings. They also developed a 

voting summarizer for selecting the highest ranked sentences in the 14 systems. For 

evaluation, they used 100 Brazilian-Portuguese newspaper articles which consist of 

613 words or 29 sentences averagely. They conducted three different experiments for 

the evaluation; in the first experiment they used Precision, Recall and F-score and 

compared results with two baselines and six other extractive systems, in the second 

experiment, they used ROUGE metric for comparing the performance of the system 

with two baselines and six other extractive systems, and in the last experiment, they 

investigated the effect of compression rate on the performance of all CN-Summ 

strategies. 

Lee, Park, Ahn and Kim [55] presented a new unsupervised method using Non-

negative Matrix (NMF) Factorization for extracting sentences for generic 

summarization. They claimed the advantage of using this method is firstly, it did not 

require training summaries for the summarizer. Secondly, NMF was more successful 

in choosing meaningful sentences because, NMF has more sensitive semantic vectors 

than those extracted from LSA- related methods. For evaluation, they chose 50 articles 

randomly from DUC 2006 data set, and each document had a human-generated 

summary. They used ROUGE software for comparison and measuring the 

performance. They used five different summarization methods; Relevance Measure 

(RM), LSA, Mutual Reinforcement Principle (MRP), Local and Global Properties 

(LGP) and NMF. They compared them according to Precision Recall and F-measure 

values.  

Fattah and Ren [56] presented a trainable approach which used statistical tools to 

improve content selection in text summarization. Their approach used sentence 

position, positive keyword, negative keyword, sentence centrality, sentence similarity 

to title, sentence inclusion of name entity, sentence inclusion of numerical data, 

sentence relative length, bushy map and aggregated similarity for each sentence 

features while generating summaries. They used each sentence feature to identify the 
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effects in summarization task. Then, they used a combination of the genetic algorithm 

(GA) and mathematical regression (MR) for finding the appropriate combination of 

feature weights. Then, they used feature parameters for training feed forward neural 

network (FFNN), probabilistic neural network (PNN) and Gaussian mixture model 

(GMM) for generating summaries. They compared the performance of their trained 

models from one language to other language. For evaluation, they used 100 Arabic 

political articles and 100 English religious articles. Compression ratios of generated 

summaries were 10% 20% and 30% and they used precision for measuring and 

comparing the performance of the system with different criteria. 

Saggion [57] developed an automatic summarization system (SUMMA) on GATE 

platform which combined various summarization components with well-established 

evaluation tools. SUMMA could be adjustable for single-document, multi-document, 

query-based and multi/cross lingual summarization. SUMMA used default 

components of GATE which consisted of feature algorithms, evaluation methods, and 

initialization and execution methods over articles. Summary compression rates, 

scoring values and features could be modified or chosen by users of the application. 

For evaluation, they used precision, recall and F-score, content-based metrics and 

BLEU and ROUGE evaluation metrics. 

Ko and Seo [58] presented a hybrid technique which used contextual information and 

statistical approaches for single and multi-document summarization. They used 

contextual information for solving feature sparseness problem and used hybrid 

methods to improve performance. Their hybrid statistical sentence-extraction methods 

used general statistical methods (Title method, Location method, Aggregation 

similarity method, frequency method, TF-based query method) and a combination of 

statistical approaches which used bi-gram pseudo sentences. For evaluation, they used 

Korea Research and Development Information Center (KORDIC) which contained 

841 Korean news articles about several topics. Their compression ratios were 10% and 

30% single-document summarization. They compared their system with Title, 

Location, DOCUSUM (Linguistic text summarization approach) and MS word. For 

multi-document summarization, they used 55 news articles. Their compression ratios 

were 10% and 20%. They used precision, recall and F score for measuring and 
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comparing the performance of each sentence-extraction method with other methods. 

They claimed, the proposed method generated better performance than other 

summarization tasks. According to the results, contextual information was effective in 

text summarization concept. 

Hernandez and Ledeneva [59] presented a summarizer which used n-grams and 

maximal frequent word sequence features as domain and was language independent in 

a vector space model. They chose to use an unsupervised learning algorithm for 

sentence extraction. They proposed three different methodologies for term selection, 

sentence weighting and sentence selection. For term selection, their framework used 

sequence of n words (n-gram), for Term weighting, they used Boolean Weighting 

(BOOL) and TF-IDF and for sentence selection they used unsupervised learning 

approach for identifying group of sentences with similar meaning, and finding the most 

representative sentence from each group in order to generate summary with the help 

of K-means algorithm. For evaluation, they used DUC 2002 data collection which 

consists of 567 news articles of different length with variety of topics. They used 

ROUGE evaluation toolkit to compare the summarizer-generated summaries with 

human-generated summaries. For comparison, they used n-gram statistics and 

calculated Precision, Recall and F-measure values. 

Suanmali, Salim and Binwahlan [60] developed a text summarization system based on 

fuzzy logic. The proposed system had four main phases while generating summary; 

Pre-processing, Using Sentence Features, Calculation the Score of Sentences and 

Extraction of Sentences. The Pre-processing phase had four activities; Sentence 

Segmentation was related to splitting source document into sentences, tokenization to 

splitting sentences into words, Removing Stop Word was related about discarding 

meaningless words and Word Stemming to removing prefixes and suffixes of each 

word. As a summary, system worked in the following order; firstly, pre-processed the 

uploaded article, then evaluated eight features for calculating the score of sentences 

with the general statistic method (GSM) and fuzzy logic method, lastly based on 20% 

compression rate, the highest scored sentences were extracted to generate the 

summary.  For evaluation, they used DUC 2002 data set consisting of 125 news 

articles. They used ROUGE evaluation kit for comparing human-generated summaries 
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with summarizer-generated summaries. They evaluated the results by using n-gram 

settings of ROUGE, and they compared the average precision, recall and F-measure 

results between general statistic method (GSM), fuzzy summarizer, Microsoft Word 

2007 summarizer and baseline summarizer (first 100 words of the article generated 

from DUC2002). They claimed the best results were produced by the fuzzy method 

according to precision, recall and F-measure built by ROUGE. 

Kyoomarsi, Khosravi, Eslami and Khosravyan [61] developed an automatic text 

summarization system which used fuzzy logic to generate a summary. Their systems 

had two main points; using features and using trainable summarizer. They employed, 

TF-ISF, Sentence Length, Sentence Position, Similarity to Title, Similarity to 

Keywords, Sentence-to-Sentence Cohesion, Sentence-to-Centroid Cohesion, 

Referring position in a given level of tree, Indicator of main concepts, Occurrence of 

proper names, Occurrence of anaphors and Occurrence of non-essential information 

features for identifying the score of terms and sentences. They used MATLAB tool to 

implement fuzzy logic in text summarization. For evaluation, they used 10 TOEFL 

texts to compare the result with Machine Learning method and fuzzy logic method. 

Then, they asked the 5 judges to read the source texts and score the summaries. The 

results of the comparison showed that judges gave better score to the summaries which 

were generated by fuzzy method. 

3.1.6 Studies between 2009 and 2018 

Quyang, Li, Lu and Zhang [62] developed a new extractive summarization system 

which used word position information instead of sentence position information for 

both single and multi-document summarization. They defined four word position 

features which were; Direct Proportion (DP) and Inverse Proportion (IP), Geometric 

Sequence (GS) and Binary Function (BF). They also used Sentence Position features 

for comparison, the features were the same as the word features which were mentioned 

above. They preferred to use MMR approach to remove redundancy in the generated 

summaries. For generic single-document summarization, they used a variety of DUC 

2001 data sets which consist of 303 articles. For generic multi-document 

summarization, they used DUC 2004 data sets which consist of 450 articles. For query-
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focused summarization, they used DUC-2005-2007 datasets and TAC 2008-2009 data 

sets. They used the ROUGE evaluation tool for measuring the effectiveness of word 

position feature in the summarization concept. They compared word position feature 

results with sentence position results in both single and multi-document evaluation. 

According to the results, authors claimed word position information was more 

effective than sentence position information. 

Ouyang, Li, Li and Lu [63] used regression models to rank sentences in query-focused 

multi-document summarization. They used Support Vector Regression (SVR) to 

identify the important sentences in a document. For evaluation, they generated 

ñpseudoò training data automatically from human generated summaries, and used them 

to compare several N-gram based methods. They devised three query-dependent and 

four query independent features to identify important sentences in query-focused 

multi-document summarization. They used word matching feature, semantic matching 

feature, named entity matching feature which were query-dependent, and TF-IDF 

feature, named entity feature, stop-word penalty feature and sentence position feature 

which were query-independent features. They used regression-style ranking method 

for measure the scores of sentences. They also constructed their own training data set; 

they assigned ñnearly trueò importance scores to the sentences using several N-gram 

based methods. Their aim was to compare the system generated summaries with 

human generated summaries and if it contained similar sentences with human 

generated summaries, those sentences were assigned higher scores by system. They 

used maximum marginal relevance (MMR) approach to remove redundancy. For 

evaluation, they applied four experiments using DUC 2005 to DUC 2007 and four 

human summarizers wrote summaries consisting of 250 words. Also, the system 

generated summaries consisting of 250 words. They used ROUGE metric to compare 

their systems with human generated summaries and top-performing DUC systems. 

Filippova [64] developed a graph-based summarizer which used multi-sentence 

compression a syntax lean method which provided more advantage than tokenizer and 

a tagger. This method was capable of generating informative and grammatical 

sentences without requiring a parser, handcrafted rules, or a language model. To avoid 

redundancy, they used word graph, a directed graph which helped identify adjacency 
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relation, between words and possible compression path. They improved the scoring 

and ranking calculations by employing more sophisticated weighting functions which 

identified strong links and salient words. For evaluation, they used Google News 

clusters, and they preferred to use as data set freely available and easy to cluster news 

which was a valuable source for multilingual data. They used 150 clusters in English 

and 40 clusters in Spanish which include 24 articles average. They evaluated their 

performance results according to an experiment with human raters and compared them 

with baseline results according to average rating.  

Binwahlan, Salim and Suanmali [65] developed a hybrid automatic text summarizer 

using a variety of hybrid models based on fuzzy logic, swarm intelligence, named 

Particle Swarm Optimization (PSO). They analyzed Maximal Marginal Importance 

(MMI) ï diversity text summarization, Swarm-based summarization, Swarm 

diversity-based text summarization, Fuzzy swarm-based text summarization and 

Fuzzy swarm diversity hybrid mode for summarization in their system. Calculating the 

scores of sentence centrality, title feature, and word sentence score (WSS), key word 

feature and similarity to first sentence were the common features of the summarizers. 

For evaluation, they used 100 new articles from different document sets. They 

calculated precision, recall and F-score evaluation values then used ROUGE 

evaluating measure toolkit to compare the summarizer generated summaries with 

human-generated summaries. 

Berker and G¿ngºr [66] devised an automatic text summarization system which was 

the combination of sentence scoring methods and lexical chains for computing to 

generated summaries using genetic algorithms. In this study, they used 12 different 

sentence extraction methods. These methods are categorized into three main classes; 

location features including sentence location and Sentence relative length, thematic 

features consisting of average TF, average TF-IDF, similarity to title, cue words, 

named entities, numerical data and sentence centrality, and cohesion features including 

synonym links, co-occurrence links, and lexical chains. They used WordNet to identify 

the lexical chains between words. They considered only nouns as the candidate words 

and used LingPipe PoS tagger to identify the nouns. System used genetic algorithm 

for learning the weights of the features. For evaluation, they used CAST corpus which 
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consists of 100 documents and they used 80 of them for training and 20 for testing the 

results. They used precision for measuring the performance of features. 

 Alguliev, Hajirahimova, Mehdiyev [67] developed and unsupervised multi-document 

summarization system which uses integer linear programming (ILP). System identifies 

key sentences very efficiently and avoids choosing sentences which contain similar 

information. Authors introduced mathematical formalization, similarity measure 

(cosine similarity, Normalized Google Distance (NGD) based similarity) and 

combination of the similarity measures to their text summarization model. They used 

Branch-and-bound algorithm, binary particle swarm optimization algorithm for 

solving the ILP problem. For evaluation, they used DUC 2005 and DUC 2007 data 

sets consisting of 50 and 45 topics, respectively. Each topic of DUC 2005 consists of 

25 to 50 articles, 1593 articles in total and each topic of DUC 2007 consists of 25 

articles, 1125 articles in total. The generated summary includes no more than 250 

words. For measuring the performance, they used ROUGE evaluation tool kit. 

Nguyen, Santos and Russell [68] conducted a study research about the effects of userôs 

cognitive styles on multi-document summarization. They studied impacts of two 

different dimensions of userôs cognition styles; the first one was the analytic/wholist 

dimension and the other one was verbal/imagery dimension. Their results showed that 

different users had different evaluations related to information coverage and the way 

which information was presented both loosely and closely related document sets and 

coherency ratings were differentiating between analytic and wholist groups. For 

evaluation, they worked with thirty undergraduate students at the University of 

Wisconsin where all participants attended Cognitive Style Analysis (CSA) test. 

Participants read and ranked four document sets which were generated from 10 

randomly chosen summarization systems in DUC 2005. Their study identified, that 

wholists worked to get information as a whole but analytics processed information in 

parts. They found that the userôs evaluation of coherence of summary was affected 

when they used dimensions with graph entropy and percentage of stand-alone 

concepts. Their study has shown that using that concept helped to improve 

summarization algorithms about identifying key information from collections.  
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Mashechkin, Petrovskiy, Popov and Tsarev [69] developed an automatic text 

summarization system using latent semantic analysis. System represented the source 

article in the form of numerical matrix where the columns of matrix represent the 

sentences of the document. Latent Semantic Analysis used that matrix to generate the 

sentence representation in the topic space. System chose the important sentences for 

summary according to the results in the topic spaces. They also evaluated sentence 

relevance with a new generic text summarization method which used nonnegative 

matrix factorization and singular value decomposition (SVD). For evaluation, they 

used DUC 2001 and DUC 2002 data sets, and ROUGE evaluation toolkit to identify 

the quality of the summarization algorithms. They claimed that using dimension 

reduction of the feature space with nonnegative matrix factorization and using 

semantic topics weight generated better results than singular value decomposition. 

Ouyang, Li, Zhang, Li and Lu [70] devised a novel sentence selection strategy for 

multi-document summarization. They tried to classify relations between sentences for 

defining a conditional saliency measure of the sentences and aimed to identify novel 

and salient sentences. Different from other studies, they tried to identify the uncovered 

part of sentences for examining saliency in order to increase the coverage of the 

summary. Their strategy was to separate sentences in two major groups which were 

general sentences or supporting sentences. Their methodology had two main phases; 

the first one was the subsuming relations between two sentences, and the second one 

was the progressive sentence selection strategy. For evaluation, they used DUC data 

sets and their methods were evaluated on a generic multi-document summarization 

data set and several query-focused multi-document summarization data sets. In their 

experiments, they used GATE for pre-processing. They used ROUGE evaluation tools 

for measuring and comparing results with human generated summaries. Authors 

claimed that progressive sentence selection strategy generated summaries with better 

saliency and coverage. 

Torres-Moreno [71] developed a text summarizer (ARTEX) which was based on 

Vector Space Model (VSM) and used document vector and lexical vector for scoring 

sentences according to their relations. For evaluation, they used DUC, Text Analysis 

Conference (TAC) and other data sets in French, English and Spanish languages for 
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generating summaries. They evaluated their tests with different languages, 

summarization tasks, summarizers and datasets. They compared the summarizerôs 

performance with CORTEX and ENERTEX summarization systems. 

Lloret and Palomar [72] devised a technique which aimed to detect redundant 

information by using three different methods which were dependent different levels of 

language analysis; lexical-based redundancy detection, syntactic-based redundancy 

detection and semantic-based redundancy detection. Their system integrated cosine 

similarity, text entailment and sentence alignment methods for detecting redundancy. 

The non-redundant sentences were used for summarization which focused on 

identifying relevant content using statistical (term frequency (TF)) and linguistic 

features for generating summaries. For evaluation, they used data sets between DUC 

2002 to 2004 which consist of 1667 articles.  They used ROUGE metrics for 

measuring, comparing and testing the results with six different approaches, three 

baselines and two configurations for the MEAD system. According to experiments, 

semantic-based methods identified up to 90% syntactic-based methods identified 73% 

and lexical-based methods identified to 19% of redundancy. This means semantic 

based methods were much better on detecting redundancy that relying only on lexical 

or syntactic levels. 

Ferreira et al. [73] presented a paper which described the most important text 

summarization approaches developed in the past 10 years. They aimed to implement 

fifteen sentence scoring algorithms for single document summarization. Three main 

approaches were used to determine the relevant sentences for summaries; the first 

approach was word scoring which scored the most important words, and used word 

frequency, TF-IDF, upper case, proper noun, word co-occurrence and lexical 

similarity features. Second approach was sentence scoring which was used to identify 

the cue words in the sentences, used cue-phrases, sentence inclusion of numerical data, 

sentence length, sentence position, sentence centrality and sentence resemblance to the 

title features. Last approach was graph scoring which generated scores from the 

relationship among sentences, and used TextRank, bushy path of node and aggregate 

similarity features. For evaluation, they used blog summarization, CNN and 

SUMMAC datasets. They used ROUGE metrics and for qualitative assessment, they 
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worked with four people who analyzed each original article and selected sentences 

which they thought should be in the summary. 

Yang, Cai, Zhang and Shi [74] developed a ranking based clustering framework which 

was aimed to create high quality sentence clusters. They aimed to construct a tri-type 

document star graph from the article with the help of simple ranking and authority 

ranking methods, then developed a ranking-based sentence clustering framework and 

used intrinsic cluster quality evaluation and extrinsic summarization methods to 

identify the effectiveness and robustness of the evaluated approach. For evaluation, 

they used DUC 2004 generic multi-document summarization dataset and the DUC 

2007 query-based multi-document summarization dataset. They used ROUGE for 

measuring the performance of the generated summaries.  

Baralis, Cagliero, Mahoto and Fiori [75] developed a multi-document graph-based text 

summarizer (GRAPHSUM). The aim was to identify and use association rules to 

represent the correlations among multiple terms. GRAPHSUM used PageRank 

algorithm which could evaluate positive and negative term correlations separately for 

summarization documents. It only used two basic language-dependent steps 

(lemmatization and removing stop words) for protecting flexibility and portability. The 

main steps of GRAPHSUM were occurs text processing, graph indexing and sentence 

selection. They evaluated three experiments for measuring the performance of 

GRAPHSUM; first experiment compared GRAPHSUM and other summarizers, 

second experiment measured the effectiveness of the summarizer on news article 

dataset and analyzed the effects of system parameters and features on GRAPHSUM 

performance. They used DUC 2004 dataset and five real-life news article collections 

and ROUGE evaluation metric. 

Al iguliyev and Isazade [76] devised an optimization-based approach for generic multi-

document summarization. For evaluation, they used DUC 2002 and DUC 2004 data 

sets, and for each data set, four human-generated summaries were provided for target 

length. They used Porterôs scheme in pre-processing step (removing stop words and 

stemming process), they used ROUGE metric for measuring and comparing the results 

with human-generated summaries and several machine summarizers. 
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Litvak and Vanetik [77] developed a new model for multi-document summarization 

concept. Their system was based on tensor-based representation which used tensor 

decomposition to the topics. The aim of tensor-based representation was describing 

the articles in terms of topic, as a summary, the generated model identifying the topics 

by clustering similar sentences and then ranking the topics with the help of tensor 

decomposition and finally, the highest ranked sentences were chosen during summary 

generation. Their summarizer had 5 main steps; Pre-processing (splitting document it 

to sentences, tokenization, removing stop words and stemming), Topic generation 

(clustering sentences group them according to their related topic), Representation 

building (they generated three-dimensional tensor for terms, topics and articles), 

Topics ranking (calculated the ranks for terms, topics and articles) and Summary 

compiling. For evaluation, they tested their algorithm on multiple languages and 

compared the performance of algorithm using ROUGE evaluation toolset and SU4 

(recall-based) scores to baseline and other multi-document multilingual summarizer.  

For summarization, they used MultiLing data set consist of Hebrew, Arabic and 

English news articles.  

Ferreira, et al. [78] devised a new multi-document summarization model which aimed 

to use sentence clustering to prevent information redundancy and diversity problems. 

Their model used sentence clustering algorithm based on a graph model which made 

use of statistic similarities and linguistic process. Their model worked in the following 

order; firstly, it converted text into a graph model, and then identified the important 

sentences from graph using TextRank [35] and finally, grouped sentences according 

to similarity between each other. System retrieved all documents from the collection 

and used them as a single file then clustered sentences for identifying relations from a 

specific topic and found the highest ranked sentences for each of cluster. Finally the 

system chose the most significant sentences from the clusters for the summaries. For 

sentence scoring, they chose to use word frequency and TF-IDF features and for 

sentence clustering, they used graph model and a clustering algorithm which contained 

input, TextRank score calculation, main vertex selection, leaders vertices selection, 

shortest path calculation and removing path steps. They evaluated two experiments on 

DUC 2002 dataset which consist of 597 articles divided into 59 collections, and they 
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used F-measure for comparing their output with five best systems from DUC 2002 

conference.  

Kikuchi, Hirao, Takamura, Okumura, Nagata [79] devised a single document 

summarization method based on nested tree structure. Different from other nested tree 

approaches; their nested tree also represented the relation between words in sentences 

instead of only showing the relations between sentences in the document. Their 

algorithm used the dependency between sentences retrieved from rhetorical structure 

theory (RST) and dependency between words from a dependency parser. For 

evaluation, they used RST Discourse Treebank (RST-DTB) which was distributed by 

Linguistic Data Consortium (LDC) and including 385 news articles with RST 

annotations. ROUGE metric was used for evaluation and the proposed sentence 

subtree was compared with Elementary Discourse Unit (EDU) selection, examined 

rooted sentence subtree and sentence selection methods. Authors claimed that, their 

proposed method significantly improved ROUGE scores compared to EDU selection. 

Mendoza, Bonilla, Noguera, Cobos and Leon [80] devised a method for generic-

extractive single document summarization (MA-SingleDocSum). They aimed to 

integrate own-population-based search algorithms with a guided local search strategy. 

The proposed algorithm used statistical features which were position of sentence, 

sentence length, relation of the summary of title, and cohesion of summary sentences. 

The algorithm consisted of ranked-based and roulette wheel parent selection, one-point 

crossover, multi-bit mutation, guided search-based local optimization, and restricted 

competition replacement. The proposed memetic algorithmôs main objective were 

merging individual optimizations, evaluating cooperation and population competition 

for identifying search regions, effectively. They used ROUGE evaluation toolkit on 

DUC 2001 which consist of 309 news articles divided into 10 collections and DUC 

2002 which consist of 567 news articles divided into 59 collections and compared their 

method with UnifiedRank, DE, FEOM, NetSum, CRF, QCS, SVM and Manifold 

Ranking. 

Heu, Qasim and Lee [81] developed a Folksonomy-based multi-document 

summarization system (FoDoSu) which used Flickrôs tag clusters for identifying key 



47 
 

sentences from multiple articles. They used HITS algorithm for generating word 

frequency table which was for analyzing the words. Then, they analyzed the semantic 

relations between sentences with the help of the word frequency table, and they 

generated summaries with the guidance of identified significant words and semantic 

relations between to other words. For evaluation, they used TAC 2008 which consisted 

of 48 document sets and TAC 2009 which consist of 44 document sets, they used 

ROUGE toolkit for comparing and measuring the quality of summarized documents. 

Glavaġ and Ġnajder [82] devised a novel event-based multi-document model which 

built event graphs. Their model combined machine learning approaches and rule-based 

methods for extracting sentence-level event mentions, identifying the relations 

between sentences and calculating the similarities between documents. Their study 

aimed to close the gap between event-centered retrieval and sentence-level 

summarization models. Their model had three layers, in the first layer, event-graphs 

generated, in the second layer, a novel model for event-centered information retrieval 

was presented, and in the last layer, a novel event-centered multi-document 

summarization generated. For evaluation, they used DUC-2002 and DUC 2004 

datasets and they used ROUGE for measuring and comparing the presented model 

with other models and human generated summaries. Authors claimed that event graph 

representation improved the performance of event-centered retrieval task. 

Tzouridis, Nasir and Brefeld [83] developed a parameterized shortest path algorithm 

which was a model for learning the shortest paths in word graphs for multi-sentence 

compression. They used a framework which was generated by [64] and made an 

improvement by integrating the shortest path algorithm. SVM was used for identifying 

the shortest path.  For evaluation, they used RSS feeds from 6 news websites and 

divided them into categories and used ROUGE F-measures and BLEU scores for 

comparing the generated approach with the techniques proposed by [64], [84] and [85] 

.According to the authors, they observed improvement in graph-based multi-sentence 

summarization. 

Yao, Wan and Xiao [86] developed a sparse optimization framework for extractive 

document summarization. They aimed to formulate text summarization as a 
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decomposable row-sparsity regularized optimization problem. For evaluation, they 

used DUC 2006 and DUC 2007 datasets. They aimed to generate summaries which 

consist of less than 250 words for each document cluster. They used ROUGE metrics 

for measuring and comparing the proposed framework with unsupervised document 

summarization algorithms. 

Yao, Wan, Xiao [87] developed a summarization method which generated summaries 

in a target language from documents in a different source language (cross-language 

summarization). They developed a phrase-based model for scoring sentences, 

extraction and compression. They also developed a greedy algorithm for the 

optimizing score method.  For evaluation, they used DUC 2001 English dataset then 

manually translated to Chinese using Google Translate, and they used Stanford 

Chinese Word Segmenter for Chinese word segmentation. They used ROUGE metric 

for measuring and comparing the performance of proposed methods. The system 

generated two kinds of summary, the first one limiting the length of summary to no 

more than five sentences and the second one limiting the total characters of Chinese 

alphabet to no more than three hundred. According to the authors, the proposed method 

introduced improvements over the state-of-art systems.  

Kedzie, McKeown and Diaz [88] developed an update summarization system for 

tracking the disaster events. The proposed system predicted the salience of sentences 

in the context of disaster events and integrated those predictions into a clustering based 

multi-document summarization. For evaluation, they used 2014 TREC KBA Stream 

Corpus which consisted of 24 news articles and TREC Temporal Summarization track 

documents from 2013-2014 which consisted of 25 events. They used ROUGE metric 

for comparing the proposed method with several baselines. 

Liu, Yu and Deng [89] developed a multi-document summarization system which was 

based on two-level sparse representation model (MDS-Sparse Model). From the 

perspective of authors an ideal should have three key requirements; Coverage aimed 

to cover every aspect of all documents in the generated summaries, Sparsity meaning 

one sentence in the document set represented by only a small number of sentences and 

Diversity aiming to eliminate the redundancy. Based on those key requirements, they 
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developed a two-level sparse model. For evaluation, they used DUC 2006 containing 

50 document sets and DUC 2007 contained 45 document sets where every document 

set had 25 news articles. They used ROUGE evaluation toolkit for measuring the 

performance of the proposed system. They compared their MDS-Sparse with Random, 

LEAD, LSA, Document Summarization based on Data Reconstruction (DSDR) 

extraction methods. 

Parveen and Strube [90] developed a graph-based extractive single-document 

summarizer. They used graph-based ranking algorithm for ranking the sentences on 

the basis of importance and represented source document as bipartite graph and 

sentences as a nodes.  They used HITS algorithm for ranking the nodes in bipartite 

graphs. For evaluation, they used PLOS Medicine magazineôs scientific articles which 

consisted of 50 long articles and DUC 2002 dataset which consisted of short articles. 

They used ROUGE evaluation metric for comparing the proposed method and human 

judgements results. They applied two experiments, in the first experiment; they 

compared results on PLOS Medicine with Lead Baseline, MMR, TextRank algorithms 

and various combinations of the features with the proposed system which were 

coherence, position or combination of coherence and position features. In the second 

experiment, they compared results on DUC 2002 with Lead, TextRank, UniformLink 

and the proposed system with the combination of Coherence and Position features. 

Cao, et al. [91] developed a ranking framework for multi-document summarization. 

The system used Recursive Neural Networks (R2N2) to rank sentences and learned 

features were used for supporting hand-crafted features while ranking sentences.  For 

evaluation, they used DUC 2001, 2002 and 2004 data sets which consist of news 

articles, and they used ROUGE evaluation metric for measuring the performance of 

the proposed framework. They compared their system with three support machine 

regression baseline methods, LexRank, Cluster HITS, Cluster CMRW and REGSUM. 

They focused on applying R2N2 for query-focused summarization, and evaluated 

scores from parsing tree. 

P.Li et al. [92] developed an unsupervised multi-document summarization system 

(Reader-Aware Multi Document Summarization (RA-MDS)) which considered not 
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only content of reports, but also reader comments while generating summaries. 

Authors also considered improving linguistic quality via entity rewriting. For 

evaluation, they built their own dataset which contains 37 topics and each topic 

contains 10 related news articles and at least 200 reader comments. They also used 

DUC 2006 and DUC 2007 datasets and observed that proposed method could also 

work well on common datasets. They used ROUGE metric for measuring the 

performance, and compared their system with three summarization baselines, Lead 

baseline and MEAD on their dataset. They also compared their system with DSDR 

and MDS-Sparse on DUC data set. According to the authors, the proposed system 

could significantly outperform the comparison methods on both datasets. 

Hong, Marcus and Nenkova [93] developed a novel framework for multi-document 

summarization. The proposed system was a supervised model for choosing among the 

candidate summaries where, they aimed to identify important contents from different 

perspectives, and used multiple set of features for that task. Authors focused on a 

combination of practical systems, for that reason, they combined summaries that were 

generated by four unsupervised summarization systems which are ICSISumm, 

Greedy-KL, ProbSum, and LLRSumm. For evaluation, they used four DUC 2001-

2004 and two TAC 2008 and 2009 datasets. They used ROUGE evaluation metric for 

comparing the basic systems, oracle systems and human generated summaries. 

Krishnaveni and Balasundaram [94] developed a feature based single document 

automatic text summarizer which used local ranking and local scoring while 

generating head wise summaries. They aimed to improve coherence thus improving 

the intelligibility of the generated summary. For evaluation, they used Natural 

Language Tool Kit (NLTK) to implement heading wise summarizer. They used 

precision, recall and F-measure for comparing their system with other systems.  

Manalu [95] observed the effect of the stop words on automatic review summarization. 

For that purpose, she generated summaries with and without stop words by using 

TextRank model and compared the outputs. For evaluation, she used a stop word list 

in English which was provided by NLTK library, and she used 50 reviews for her 

experiments comparing the summaries according to TextRank scores. According to 
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the authorôs experiments, removing stop words could affect the result of review 

summarization.  

3.2 Studies in Turkish  

Automatic text summarization in Turkish research began in 1990s with Oflazer and 

Kuruºzôs [96] study. Oflazer and Kuruºz aimed to develop a POS tagger for Turkish 

which was based on a full-scale-two-level specification of Turkish morphology. It was 

the basis study for future Text Summarization studies.  

3.2.1 Studies between 2000 and 2010 

T¿r, Hakkani-T¿r and Oflazer [97] developed a model which used statistical language 

processing methods to extract information from unrestricted Turkish text. They aimed 

to present statistical solutions for extraction tasks for Turkish, because the language 

models for English cannot be directly adapted to Turkish due to the agglutinative 

nature of Turkish words and sentence structure. The proposed model used 

morphological structure of the words to reduce the data sparseness problem and they 

applied statistical methods using both lexical and morphological information to 

sentence segmentation, topic segmentation and name tagging tasks. For evaluation, 

they used newspaper articles and used F-measure metric for calculating the accuracy 

of proposed system. 

Altan [98] developed a Turkish automatic text summarization system which was 

executed on the Web through browsers. System had five main modules which were 

Structural Analysis Module, Statistical Analysis Module, Linguistic Analysis Module, 

Database Analysis Module and Summary Constitution Module. For evaluation, they 

used 50 newspaper articles which are related to economics. 

Karakaya and G¿venir [99] proposed a framework, ARG, which integrated text 

classification and text summarization techniques for extracting information from 

documents. ARG was based on a two-phase algorithm in which paragraphs were 

classified according to the given topics and each topic was automatically summarized. 

According to the author, ARG had seven steps; first of all, user determined subject 

topics, then user split one or more article into their paragraphs and distributed them 



52 
 

into topics, then each topic was indexed using paragraphs, later other documents were 

split into paragraphs and paragraphs were classified according to the given classes. 

Lastly, each topic was summarized and summaries were compiled and outputted as a 

report. 

3.2.2 Studies between 2010 and 2018 

Kutlu, Cēĵēr and Cicekli [100] devised a generic text summarization method for 

Turkish. They used surface level features such as term frequency, key phrase, 

centrality, title similarity and sentence position for extracting the appropriate, less 

redundant and highest ranking sentences from the original article. They developed one 

of the first Turkish summarization systems which showed the centrality features 

effectiveness and usage of key phrases in text summarization in Turkish. For 

evaluation, they prepared two different data sets which consist of 220 newspaper 

articles in total. They compared their outputs with manually generated summaries by 

human evaluators using ROUGE evaluation metric. 

Pembe [101] devised a query-based and structure-preserving document summarization 

for Web. Their system consisted of structural processing and summary extraction 

stages. For evaluation, they compared their methods by calculating accuracy, recall, 

precision and F-measure. According to the authors, the obtained results showed the 

proposed method provided significant improvement performance compared with the 

state-of-art search engine, Google, and observations revealed, that systemôs 

performance improved when the articles structures were preserved compared to the 

unstructured summaries. 

¥zsoy, ¢i­ekli and Alpaslan [102] developed a generic extractive Turkish 

summarization system which used two different LSA based summarization 

algorithms, namely, Cross method and Topic method. For evaluation, they used two 

different datasets which consisted of scientific articles in Turkish from several of 

genres. They compared the extracted summaries with human generated summaries 

using ROUGE evaluation metric. According to the authors, Cross method was better 

than the LSA approaches, and they also identified that the result of the cross method 

was not affected by the different input matrix creation methods. 
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G¿ran, Bekar and Bayazēt [103] developed and automatic Turkish text summarization 

system using non-negative matrix factorization with several pre-processing methods 

such as stop words removal, stemming and a new approach, named Consecutive Words 

Detection (CWD). CWD was developed to identify commonly used consecutive words 

to behave like a single word, for instance CWD considers Mustafa Kemal Atat¿rk, as 

a single word that provides semantic integration between consecutive words. For 

evaluation, they used 100 texts collected from online newspapers, and used precision, 

recall and F-measure metrics for measuring and comparing automatically generated 

summaries with manually generated summaries. According to the authors, the usage 

of CWD provided better performance results in Turkish text summarization and they 

also suggested that using this method in other languages might be useful. 

Demir, El-Kahlout, ¦nal and Kaya [104] built the first large-scale Turkish paraphrase 

corpus, which aimed to help studies on future Turkish summarization research. They 

collected 1270 paraphrase pairs from four different domains which were collected 

from Turkish translations of a famous novel, Turkish subtitles from a foreign movie, 

Turkish articles from a news website and multiple reference translations of a parallel 

corpus. 

G¿ran [105] devised an extractive text summarization system which used LSA based 

text summarization methods. They combined fifteen structural and semantic features 

for sentence extraction. In order to evaluate the performance of the new scheme 

method, they integrated their proposed weighting scheme into four different LSA 

methods, and the result showed that using a new weighting scheme improved the 

generated summaries. They used two Turkish datasets which consisted of 150 

newspaper articles in total and two English datasets. They measured and compared 

their first three datasets by calculating F-measure score and used ROUGE evaluation 

toolkit for the last English dataset. According to the authors, combining all features 

gave better performance results than using each feature individually. 

Hatipoĵlu [106] developed a mobile text summarization system which used Turkish 

Wikipedia articles for summarization. They employed Analytical hierarchical process 

(AHP) algorithm for integrating scores of structural and semantic features to find the 
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overall score of sentences. For evaluation, they measured and compared the 

performance of the automatically generated summaries with the human generated 

summaries with the help of precision and recall evaluation metrics. According to the 

authors, proposed summarization method was a promising approach to generate a 

coherent summary of Turkish Wikipedia articles. 

Kaynar, Iĸēk, Gºrmez and Demirkoparan [107] compared the graph based text 

summarization methods. Besides LexRank algorithm, they used TextRank algorithm 

with four different similarity methods which were Cosine similarity, Jaccard similarity 

Levensthein similarity and Longest Common Subsequence (LCS) methods. For 

evaluation, they used English and Turkish datasets on LexRank algorithm and five 

different TextRank algorithms and compared their methods using ROUGE evaluation 

metric. According to the experiments, authors claimed that LCS generated better 

results than other methods on both English and Turkish datasets. 

In the same year, Demirci, Karabudak and Ķlgen [108] devised a multi-document 

summarization system in Turkish. They collected newspaper articles via Real Simple 

Syndication (RSS) dynamically from web pages and employed cosine similarity 

method for clustering articles according to their topics. They used the LSA algorithm 

for sentence scoring. For evaluation, they used four news domains which contained 

20, 30, 20 and 36 documents, respectively. ROUGE evaluation metric were chosen for 

measuring and comparing their system with manually generated summaries which 

were summarized with the help of 15 human evaluators. According to the authors, 

performance of the system decreased when they used long articles, and performance 

increased when summarization rate was increased. 

The studied on text summarization are classified according to their summarization type 

and methodology and shown in Table 3.1, 
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Table 3.1 Classification of the Literature Survey

  

Statistical-

based 

Techniques

Topic-

based 

Techniques

Graph-

based 

Techniques

Discourse-

based 

Techniques

Machine-

learning 

based 

Techniques

Hybrid 

Techniques

Single 

Document 

Summarization

[5, 7, 8, 9, 22, 

29, 30, 38, 49, 

56, 57, 59, 60, 

62, 73, 75, 82, 

90, 97, 100, 

102, 104, 116, 

117]

[13, 103]

[11, 34, 35, 

36, 45, 47, 

52, 53, 54, 

64, 81, 85, 

93]

[12, 19, 31]

[4, 25, 26, 

27, 32, 33, 

41, 44, 46, 

70, 106] 

[14, 20, 24, 

28, 39, 42, 

43, 48, 51, 

58, 61, 65, 

66, 110]

Multi 

Document 

Summarization

[10, 15, 23, 

40, 50, 57, 58, 

62, 76, 92, 95]

[79]
[37, 45, 77, 

80, 83]
- [94, 113]

[63, 67, 71, 

84, 91, 96]



56 
 

CHAPTER 4 

 

DESIGN AND IMPLEMENTATION  

 

4.1 Design  

According to the study in [2], extractive text summarization system which uses 

statistical techniques follows the steps shown in Figure 4.1 which are also the steps 

followed in this study. Pre-processing is the first step applied to the source document 

which applies the segmentation of the sentences to the source document to divide the 

text into sentences, remove the stop words and punctuation marks, find the roots of the 

words (stemming), etc. Then, to identify the most important sentences from the source 

document some features are used, these features can be linguistic or statistical or 

combination of both. Afterwards, by using these features, calculations are performed 

to obtain the scores of each sentence. The summary is generated by selecting the highly 

scored sentences according to the desired threshold while preserving the original order 

of sentences in the source document. 

 

Figure 4.1 Automatic extractive text summarization system by using statistical features 

[2]. 
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The summarization, which is implemented using TF-IDF and Hybrid system follows 

similar phases detailed in the previous paragraph. The pre-processing in both systems 

includes the same steps, and both systems use TF-IDF feature to calculate sentence 

weight. The hybrid system also calculates sentence similarity weight and the ranks of 

each sentence using PageRank algorithm. 

In this section, the design of the developed system is detailed separately for both 

implementations. 

4.1.1 TF-IDF System 

 

Figure 4.2 TF-IDF Work-Flow  
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Here in Figure 4.2, TF-IDF module of the proposed system is represented with five 

major functions, which are Pre-processing, Computation of TF-IDF, Calculation of 

Sentence Score, Extraction of Important Sentences and Formation of Summary.  

The System only allows using ñ.txtò articles, which are manually checked and 

corrected by the developer of the system in an optimum way. After uploading a text 

file to the system, pre-processing step begins immediately. 

Pre-processing step consists of three steps, which are Segmentation of sentences, 

stemming and removal of the stop-words. After the text file is uploaded to the system, 

segmentation of the sentences is done automatically where the text is divided into 

sentences, which are shown in the pre-processing interface of the system. To decide 

whether a group of words are considered to be a sentence, ñ. ò (dot and space) must 

occur at the end of it.  For example, the phrase ñII.D¿nya Savaĸēò is considered as two 

separate words in the system which are ñII.D¿nyaò and ñSavaĸēò and the calculations 

are done according to that data, however, if it is written as ñII. D¿nya Savaĸēò, the 

system considers it as two separate sentences and divides them as ñII.ò, a sentence 

which consist of one word, and ñD¿nya Savaĸēò as another sentence which consist of 

two words. That is why before uploading the text file to the system, it is manually 

checked and the punctuation marks are fixed. In the segmentation of sentences module, 

the calculations for the total number of words and sentences are also performed. After 

completing the segmentation process, the ñZemberekò button becomes activated. 

The second step of pre-processing is stemming which is the process of identifying the 

roots of the words. The main aim of stemming is to reduce the words, which consist 

of the same root to make accurate calculations during summarization. In order to find 

root of the word, Zemberek (Natural Language Processing) Library [114] is selected, 

which is an open source, platform independent library and toolset for Turkish. 

Stemming process of segmented text is shown in a specific example in Table 4.1. 
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Table 4.1 Stemming with Zemberek 

Sentence 

Number 
Source Text After Stemming (Zemberek) 

1st 

Diplomasi editºr¿ Patrick Wintour 

imzalē makalede, T¿rkiye'nin yaĸadēĵē 

endiĸenin T¿rkiye'yi ķam yºnetimi ve 

Rusya ile bir antlaĸma yapmasēna 

neden olabileceĵi ifade edildi. 

Diplomasi editor Patrick 

Wintour imza makale, t¿rkiye 

yaĸa endiĸe t¿rkiye ĸam 

yºnetim ve rusya ile bir 

antlaĸma yap neden ol ifade et. 

2nd 

Ķngiliz gazetesi, Batē ¿lkelerinin 

Suriye'deki politikalarēnēn yedi yēldēr 

s¿ren i­ savaĸ Suriye muhalefetinin 

uzun s¿reli destek­isi T¿rkiyesiz 

olmayacaĵēnē yazdē. 

Ingiliz gazete batē ¿lke suriye 

politika yedi yēl s¿re i­ savaĸ 

suriye muhalefet uzun s¿re 

destek t¿rkiye ol yaz. 

The main problem that was encountered in development was stemming the words, 

which only consist of upper cases and some words which have foreign origins. For 

example, the system was able to find the roots of words such as ñAmerikaônēnò, but it 

could not stem the words which have the same meaning like ñABDôninò. In future 

studies, a synonym dictionary could be utilized to resolve this problem. 

The last step of the pre-processing is the removal of the stop words. Stop words are 

the words which have no effect in the document, they are not considered as important 

words and removing them makes summarization more accurate, For instance, 

pronouns, prepositions, conjunctive, etc. are called stop words. According to the study 

of [95], removing the stop words has positive effects to the summarization process. In 

this study, the removal of the stop words is performed by using a pre-defined stop word 

list, which contains 472 stop words in Turkish which are shown in Appendix A. [113]. 

Two main classes were developed for this study in order to remove stop words in the 

proposed system. After completing segmentation and stemming processes, firstly, 

sentences are sent to the generateTerm() function for finding unique words in the 

document and then discarding ineffective words (stop words) from them. Each 

sentence is shredded to its words and then each word is converted to their lowercase 



60 
 

letters. Afterwards, each of the words are checked against the stop word list and if a 

match found, it is removed from the sentences. Then, the sentence is recreated without 

the stop words. 

Removal of stop words is shown in a specific example in Table 4.2. In this example, 

the document consists of two sentences of 41 words and 31 of them are unique. Among 

these 41 words, 36 of them are effective words and five of them are ineffective words. 

The comparison of the unique words with stop word list shows that, 5 of them are in 

the stop word list.  The sentences that only contain effective words are prepared for 

computation of TF-IDF. 

Table 4.2 Removal of Stop words. 

Sentence 

Number 

Segmented and Stemmed 

Sentences 
After Removal of Stop Words  

1st 

Diplomasi editor Patrick Wintour 

imza makale, t¿rkiye yaĸa endiĸe 

t¿rkiye ĸam yºnetim ve rusya ile bir  

antlaĸma yap neden ol ifade et. 

Diplomasi editor Patrick Wintour 

imza makale, t¿rkiye yaĸa endiĸe 

t¿rkiye ĸam yºnetim rusya 

antlaĸma yap ol ifade et. 

2nd 

Ingiliz gazete batē ¿lke suriye 

politika yedi yēl s¿re i­ savaĸ suriye 

muhalefet uzun s¿re destek t¿rkiye 

ol yaz. 

Ķngiliz gazete batē ¿lke suriye 

politika yēl devam et ol i­ savaĸ 

suriye muhalefet uzun s¿re 

destek t¿rkiye ol yaz. 

The computation of TF-IDF step consists of two steps, which are Generate Term 

Frequency and Generate Term Weight. 

In Generate Term Frequency, the occurrence number of each word in each sentence is 

computed and then their maximum term frequency is determined. The obtained results 

are used in the TF calculations. 
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The Process of Generate Term Frequency shown in a specific example in Table 4.3.  

Table 4.3 Generate Term Frequency 

Words Frequency of Words Number of Words 

diplomasi 1 1 

t¿rkiye 3 4 

suriye 2 3 

rusya 2 3 

amerika 1 1 

The word ñdiplomasiò and ñamerikaò are contained in one sentence (frequency of 

words) and there is only one ñdiplomasiò and ñamerikaò (number of words) in the 

whole document, and the word ñt¿rkiyeò is included in 3 different sentences and four 

times which means there are 2 ñt¿rkiyeò in 1 sentence, and the word ñsuriyeò and 

ñrusyaò are included in 2 different sentences 3 times. As a summary, the frequency of 

a word calculates the number of occurrences of the word in the sentences and the 

number of words is for calculating the word numbers, which are contained in the 

document. 

In Generate Term Weight step, TF and IDF calculations are computed. TF-IDF is a 

statistical information retrieval algorithm, which is used in automatic text 

summarization process. The aim of this algorithm is to find the importance of the word 

by assigning weights according to the formulas given below. For each word, TF and 

IDF scores are determined respectively, and then TF and IDF results are multiplied to 

determine the weight of the selected word. Based on these weights, the sentences of 

the source document get its own score and then the highly scored sentences are used 

in the summary according to the pre-determined threshold.  

Term frequency (TF) calculates the frequency of a term (word) in a sentence by using 

the following formula.  

 
TF(w) = 

Number of times term "w" appears in a sentence

Maximum term frequency obtained in the document 
 (4.1) 
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For example, letôs assume a document which consists of 100 sentences where the word 

ñt¿rkiyeò appears eight times in the first sentence is given. For calculating the TF 

value, the maximum frequency of the word in the first sentence is needed and letôs 

says it is the word ñsuriyeò which appears 20 times in the sentence. TF is the ratio of 

the interested word ñturkiyeò to the maximum frequency word ñsuriyeò. The 

calculations are shown below. 

 
Term Frequency of (t¿rk ye) = 

8

20
 =  0,4 (4.2) 

 
Term Frequency of (sur ye) =  

20

20
 =  1 (1.3) 

On the other hand, IDF is the division of the total number of sentences/documents to 

the sentence number that contain the terms of interest. In this study, logarithms are 

based on 2. The formula is represented below;  

 
IDFw= log

2

Total number of  sentences/documents 

Number of sentences with term w in it
  (2.4) 

For given example above, the document contains 100 sentences and the word ñt¿rkiyeò 

appears in 20 different sentences, and the word ñsuriyeò appears 10 different sentences. 

So, the IDF calculations are shown below; 

 
IDFt¿rkiye= log

2
 (
100

20
) = log

2
 (5) = 2,32 (4.5) 

 
IDFsuriye= log

2
 (
100

10
) = log

2
 (10) = 3,32 (4.6) 

Finally, TF and IDF values are multiplied to obtain TF-IDF value of the interested 

words. The final results for the words in the given example are shown below. 

 TF- IDF t¿rkiye= TF * IDF = 0,4 * 2,32 = 0,93 (4.7) 

   

 TF- IDF suriye= TF * IDF = 1 * 3,32 = 3,32 (4.8) 

The results show that the word ñsuriyeò has more weight than ñt¿rkiyeò for this 

document. These calculations are performed for each word in the document, and then 
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the obtained results are used for the next step, which is calculating the weight of each 

sentence in the source document. 

In calculation of sentence score step; the TF-IDF weights of words are collected for 

calculating the weights of each sentence and in the extraction of important sentence(s) 

step, sentences are arranged from highest weight to lowest weight. Afterwards, 

according to the pre-determined threshold, these sentences are selected for generated 

summary. 

Information of the summary step, the proposed system keeps the original documentôs 

sentence sequence and the extracted sentences, which are going to be used in the 

summary are inserted into the summary according to their original document sequence. 

For instance, letôs say, source document contains five sentences 1 ï 2 ï 3 ï 4 ï 5 and 

after completing extraction of important sentences from the highest to lowest scored 

sentence, the obtained results are 5 > 2 > 4 > 1 > 3. Letôs consider that pre-determined 

threshold is 20 % for this automatic text summarization process. Therefore, the 

generated summary would include 2 sentences from the original document. If the 

formation of the generated summary is kept from highest to lowest sentences, the 

summary may lose its meaning, as a result, the formation of the summary step does 

not concern the weight of sentences for ordering, and it only uses the sequence of 

sentences in the original document and arranges the obtained summary like 2 ï 5. The 

aim of this function is to re-arrange the generated summary according to the order of 

the sentences in the source document. 
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4.1.2 Hybrid System 

Figure 4.3 presents the workflow of the hybrid system which combine TF-IDF with 

PageRank to create summaries. 

 

Figure 4.3 Hybrid Work-Flow 

Hybrid system follows the same processes on the previous system, which are; Pre-

processing, Computation of TF-IDF, Calculation of Sentence Score, Extraction of 

Important Sentences and Formation of Summary. The main differences from the TF-

IDF system are the additional functions integrated to the system during automatic 
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summarization, which are Calculation of Sentence Weight Similarity and Computation 

of PageRank modules.  

In this part of the system, the obtained weight results from TF-IDF calculations are 

used in the computation of cosine similarity. The calculation of weight similarities 

between sentences is based on the formula given below. Cosine similarity is a widely 

used measure in Natural Language Processing. It converts sentences or documents to 

a vector, and computes the cosine angle between the two sentences or documents. 

From this point of view, the relation between the two vectors is stated as an angle. For 

instance, for the relation between two identical vectors (sentences), the cosine value 

will become one because cos 0 is one. Moreover, for unrelated vectors (sentences), 

named the orthogonal vector, the cosine value becomes zero because cos 90 is zero.  

 
cosine similarity (Sa, Sb) = 

Sa.Sb

||Sa|| ||Sb||
=

В wak
i+j

k=1 wbk

В wak
2i+j

k=1
В wbk

2i+j

k=1

 
(4.9) 

Cosine similarity calculation based on sentence vectors is shown in an example below. 

After completing the pre-processing and TF-IDF sentence weight calculations, the 

weighted sentences are received by cosine similarity function. Here in the example, 

the sentence similarity based on the word vector is explained in detail. Sa and Sb 

represent pre-processed sentences, W(Sa) and W(Sb) represent words of sentences and 

Wt contains the whole words from Sa and Sb. Then, Va and Vb represent the vectors 

of these two sentences, where the numbers inside of the brackets are TF-IDF values of 

the words.  Generally, The TF-IDF weights of the words, sentences or documents are 

different. However, to simplify the calculations, TF-IDF weights of each word are 

considered as 1 for this example. [109] 

Sa = ñt¿rkiye cumhuriyet devlet 29 Ekim 1923 yēl kurò 

Sb = ñ­in halk cumhuriyet 1 ekim 1949 yēl kurò 

W(Sa) = {ñt¿rkiyeò, ñcumhuriyetò, ñdevletò, ñ29ò, ñekimò, ñ1923ò, ñyēlò, ñkurò} 

W(Sb) = {ñ­inò, ñhalkò, ñcumhuriyetò, ñ1ò, ñekimò, ñ1949ò, ñyēlò, ñkurò} 
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Wt = {ñt¿rkiyeò, ñ­inò, ñhalkò,  ñcumhuriyetò, ñdevletò, ñ1ò, ñ29ò, ñEkimò ,ñ1923ò, 

ñ1949ò, ñyēlò, ñkurò} 

Va = {( t¿rkiye, 1), (cumhuriyet, 1), (devlet, 1), (29, 1), (ekim, 1), (1923, 1), (yēl, 1), 

(kur, 1)}  

Vb = {(­in, 1), (halk, 1), (cumhuriyet, 1), (1, 1), (ekim, 1), (1949, 1), (yēl, 1), (kur, 1)}  

The vector values of these two sentences show the term frequencies of the sentences 

in Wt. Every sentence in the document is then compared with one another using the 

cosine similarity measure, which is presented below. 

Sentence A:  [1, 0, 0, 1, 1, 0, 1, 1, 1, 0, 1, 1] 

Sentence B:  [0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 1, 1] 

 
cosine similarity (Sa, Sb) = 

Sa.Sb

||Sa|| ||Sb||
 (4.10) 

Sa.Sb = [1, 0, 0, 1, 1, 0, 1, 1, 1, 0, 1, 1].[0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 1, 1] 

    = [(1)(0)+(0)(1)+(0)(1)+(1)(1)+(1)(0)+(0)(1)+(1)(0)+(1)(1)+(1)(0)+(0)(1)+(1)(1)+(1)(1)] 

     = 4 

||Sa|| = 12+ 02+ 02+ 12+ 12+ 02+ 12+ 12+ 12+ 02+ 12+12 = 2.83 

||Sb|| = 02+ 12+ 12+ 12+ 02+ 12+ 02+ 12+ 02+ 12+ 12+12 = 2.83 

||Sa|| ||Sb|| = 8,01 

Sa.Sb

||Sa|| ||Sb||
= 
4

8,01
= 0,499 

0,499 is the cosine similarity between the given two sentences. Thus, it means the 

similarity between these two sentences according to cosine similarity formula is   49.9 

%. 
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The next step of the summarization is the implementation of Googleôs PageRank 

algorithm. PageRank algorithm is also used for automatic text summarization, where 

sentences can be considered as the equivalent of web pages, and relations (edges) 

between these sentences are considered as the similarity between the sentences. Here 

in this part of the study, the summary is generated after calculating the rank of every 

sentence in the document. It is an unsupervised algorithm, therefore, does not require 

any training data. Also it is language independent, adaptable to any language. 

S. Brin and L. Page's devised the equation shown below [17]. According to [35], G = 

(V, E) where G is the directed graph that consists of vertices and edges. V represents 

the set of vertices and E represents the set of edges which is the subset of V x V. In the 

formula, PageRank (Vi) represents the PageRank of (Vi) vertex. ñIn (Vi)ò is the set of 

vertices which point to it, named predecessor and ñOut (Vj)ò is the set of vertices which 

points to the named successor. PageRank combines the effects of both In (Vi) and Out 

(Vj) node links. Damping factor (d) is the parameter that is set between zero and one. 

Generally, d is usually set to 0,85 and this value is used in this thesis. 

 
PageRank (Vi) =1 - d + d * 

PageRank (VJ)

|Out (V)|
VJ ɴ In(Vi)

 (4.11) 

PageRank formula can be expanded to cover similarities as shown below [110]; 

 
PageRank

w
(Vi) =1 - d + d * wij

PageRank
w
 (VJ)

В wkjVj ɴOut (Vi)|VJ ɴ In(Vi)

 (4.12) 

First, PageRank initializes ranks of the sentences to 1. Then, similarity calculations are 

performed between any two sentences. A sentence is not compared with itself. The 

PageRank algorithm runs the iteration ten times. Afterwards, PageRank orders the 

sentences according to the obtained ranks. The formation of the summarization step is 

the same as the TF-IDF implementation.  
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4.2. Implementation 

In this section, technical specifications of the development process and the working 

principles of automatic summarization with TF-IDF and Hybrid system are detailed. 

Each module, which has been developed for the summarization process are explained 

step by step and shown in the following sections. 

4.2.1 Technical Specification 

The automatic Turkish summarization system was developed using C# programming 

language in Visual Studio 2013 Integrated Development Environment (IDE) on the 

.NET Framework 4.5. It is a Windows application running on the 64 bit system 

architecture on Windows 10 operating system. The hardware environment that was 

used during development process was Intel Core i5-7200 CPU with 2.50 GHZ 

processor speed, 8192 MB RAM and 500 GB Hard disk space. The system requires 

minimum 20 MB space in the hard disk. 

4.2.2 TF-IDF Summarization Process 

The TF-IDF module of the developed system consists of three major modules, namely 

Pre-processing, TF-IDF Summary and the Summarization Analysis. The pre-

processing module consists of six separate groups, which are File Operations, TF-IDF 

Implementation, Details of Uploaded Text, Uploaded Text File, Sentences of 

Uploaded Document and Zemberek - Root of the Words shown in Figure 4.4 and 

Figure 4.5. In ñFile Operationsò group, the target source document for summarization 

that can only be a text file is accessed through the ñSelect Fileò button and is shown in 

the ñUploaded Text Fileò text area. The sentences, which are separated with the 

punctuation mark ñperiod (.)ò are displayed in the ñSentences of Uploaded Documentò 

grid and the total number of words and sentences of the target source text file are 

displayed under the ñDetails of Uploaded Textò as shown in Figure 4.4. After 

uploading the text file to the program, ñZemberekò button is activated. In order to find 

the roots of the Turkish words in the text file, Zemberek [114], which is a Turkish 

Natural Language Processing (NLP) library is used which is detailed in the Design 

section. By using ñZemberekò button, the source document which is processed and 

recreated by the stemmed words is displayed in the ñZemberek ï Root of the Wordsò 
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text area. After the completion of the Zemberek process, ñTF-IDF Summaryò button 

becomes active. 

 

In the TF-IDF Implementation box, the percentage of the compression ratio of the 

expected generated summary is written in the ñThreshold %ò textbox. By clicking on 

ñTF-IDF Summaryò button, the automatic text summarization processes for TF-IDF is 

executed, and the output is displayed under the ñTF-IDF Summary Moduleò. 

 

Figure 4.4 TF-IDF Module 
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Figure 4.5 TF-IDF Pre-processing Module 

 

Figure 4.5 shows the source document, which is ready for TF-IDF summarization 

according to the expected threshold. The source documents are manually controlled 

and fixed are mentioned in the Evaluation chapter and this module is another control 

mechanism for identifying grammar faults, misusage of punctuation marks, letter 

faults, the incorrectly separated sentences of the source document and the incorrect 

roots of the words, etc. This module also helps the evaluation process of the study, the 

numbers of sentences which are selected by human evaluators from the source 

document and the numbers of sentences, which are generated by the automatic text 

summarizer are presented in the ñSentences of Uploaded Documentò grid. Then, these 

numbers are written under the ideal summaries and machine generated summaries to 

help the creation process are shown in Table 5.2 - 5.5 and also in Tables presented in 

the Appendix. 
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Figure 4.6 TF-IDF Summary Module 

 

The TF-IDF Summary module consists of three separate groups which are ñTF-IDF 

Summaryò, ñInformation About Summaryò and òSave Summaryò as shown in Figure 

4.6 and Figure 4.7. 

 

In the ñTF-IDF Summaryò textbox, the summary, which is generated by the system is 

shown, which is the output of TF-IDF automatic summarization process according to 

the compression rate (threshold). After processing Zemberek for stemming the words 

and removing the stops words from the source document, the summary is generated. 

After completing the pre-processing phase and summarization using TF-IDF 

algorithm, the summary is created by using the sentences, which are the exact same 

sentences from the source document and these sentences are copied to the ñTF-IDF 

Summaryò textbox in the order of the source document to eliminate the ambiguity. For 

example, letôs consider, source document consisting of 12 sentences and the generated 

summary consisting of 4 sentences, which are the 1st, 3rd, 5th and 6th sentences. In 

addition, the sentence weight order of these sentences are 5th > 3rd > 1st > 6th. The 

generated summary contains exacting the same sentences but even if the 5th sentence 

has the highest sentence weight, the summary still will be start with the 1st sentence 
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and end with the 6th sentence just as in the source text. As a result, the sentence order 

of the summary is 1st ï 3rd ï 5th and 6th sentence for this example. 

 

 

 

Figure 4.7 Information about Summary Module 

 

Here in Figure 4.7, the detailed information about the summary is presented to the 

user. The aim of this module is to show numerical data about the generated summary. 

In this module, ñSentence count of the summaryò displays how many sentences the 

summary consists of, ñWord Count of Summaryò displays how many words are 

contained in the summary, ñStop Word Count of the Summaryò displays the number 

of stop words included in the generated summary, ñCount of Effective Wordsò 

displays the number of words in the source document which are used in TF-IDF 

calculations, ñCount of Ineffective Wordsò displays the number of stop words which 

the source document contains, ñThresholdò displays the compression percentage of the 

source document, ñCount of words in Uploaded Textò displays the source documentôs 

word count and ñCount of sentences in Uploaded Textò displays the source documentôs 

sentence count.  
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By clicking the ñSaveò button; the generated summary can be saved to any folder in 

the file system. In order to create more readable summaries, the file type of the 

summary is saved to the system as ñ.docò type. 

 

 

 

Figure 4.8 TF-IDF Summarization Analysis Module 

 

The Summarization Analysis module consists of three separate groups which are 

ñMatrixò, ñList of Stop Wordsò and òTF-IDF Weights of Sentencesò as shown in 

Figures 4.8, 4.9 and 4.10.  

 

The detailed calculations and results which are obtained during automatic text 

summarization process for the TF-IDF summarization and the list of stop words, which 

are used during the summarization process are presented in Figure 4.8. The main 

purpose of this module is to provide numerical view of the summary to the user and 

provide an intelligible form of the calculations and results obtained during the TF-IDF 

automatic summarization process. 
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Figure 4.9 TF-IDF Matrix 

 

In Figure 4.9, the results, which are obtained after TF-IDF summarization are shown 

in a matrix. The aim of this data table is to display the TF, IDF and TF-IDF calculations 

for every word in the sentences, which are obtained during the automatic 

summarization process and also display the frequency of the words in the document, 

the Number of Words in the documents and Total Weight of the words in the 

document. By examining this data table, users can identify the most important word(s) 

in the source document according to the obtained weights, which are the words used 

in the TF-IDF calculations. 

 

 

 

Figure 4.10 TF-IDF Weights of Sentences 
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Here in Figure 4.10, the numerical results of TF-IDF calculations are shown for each 

sentence in the source document. The total weight of each sentence are calculated by 

using the words that are used in its connected sentence. For example, letôs calculate a 

total sentence weight for the sentence ñSDGônin ana omurga ABDônin de terºr ºrg¿t 

ol kabul et PKKônēn suriye uzantē oluĸ.ò It adds the TF-IDF results of the words 

calculated and displayed in the data table. Sdgônin (2,005437) + ana (2.197225) + 

omurga (2.197225) + abdônin (2.197225) + terºr  (2.197225)  + ºrg¿t (2.197225) + ol 

(2.351146) + kabul (2.197225) + et (2.703101) + pkkônēn (2.197225) + suriye 

(2.746531) + uzantē (2.197225) + oluĸ (2.197225) = 23.7764282ò. 

4.2.3 Hybrid Summarization Process 

The hybrid module of the proposed system consists of four major modules, which are 

Pre-processing, Hybrid Summary, Summarization Analysis and Graphical 

Representation, as shown in Figure 4.11. The pre-processing module consists of 

similar groups, which are presented in Figure 4.4, the only difference is that the Hybrid 

Implementation group contains ñHybrid Summaryò button that computes the Weight 

Similarity, TF-IDF method and PageRank calculations, etc. during the summary 

implementation. The pre-processing of hybrid summarization follows the same pre-

processing steps, which are examined under ñTF-IDF Summarization Processò. File 

Operations, Details of Uploaded Text, Uploaded Text File, Sentences of Uploaded 

Document and Zemberek ï Roots of the Words modules perform the same tasks as 

TF-IDF Summarization. 
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Figure 4.11 Hybrid Module 

 

 In the Hybrid Implementation box, the percentage of the compression ratio of the 

expected summary is written in the ñThreshold %ò textbox. Clicking on ñHybrid 

Summaryò button, the automatic text summarization processes for the Hybrid system 

is executed, and the ñHybrid Summaryò Module displays the output. 

 

 

Figure 4.12 Hybrid Summary Module 


